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INTRODUCTION1

Ce document a été entièrement rédigé par des  
humains.

Si cette mention peut sembler étrange à lire au-
jourd’hui, peut-être sera-t-elle d’usage courant 
dans un futur proche. 

En effet, l’intelligence artificielle, loin d’être un ob-
jet de science-fiction, est déjà extrêmement pré-
sente dans notre quotidien. Cette présence peut 
être discrète voire imperceptible quand il s’agit de 
nos téléphones, voitures ou ordinateurs. Elle fait 
aussi parfois l’objet d’une exposition plus impor-
tante dans l’actualité. Ce fut le cas en début d’an-
née 2023, quand des outils d’intelligence artificielle 
comme ChatGPT ou MidJourney ont suscité inté-
rêt et fascination mais aussi craintes et question-
nements. 

Qu’est-ce exactement que l’intelligence artificielle ? 
Et comment fonctionne-t-elle ? Quels sont ses im-
pacts potentiels et quels en sont les enjeux, actuels 
ou en développement ? 

Ce focus vise à répondre à ces questions en four-
nissant des informations de base, en donnant un 
aperçu synthétique des principaux enjeux suscités 
par l’intelligence artificielle, et en développant plus 
spécifiquement les questions liées à l’usage de l’in-
telligence artificielle dans le domaine de l’éduca-
tion. 

Le focus se conclut par un « Zoom sur les IA  
génératives » afin d’explorer plus en avant les pos-
sibilités et limites d’outils tels que ChatGPT dans 
les pratiques des apprenants et des enseignants. 
Cette dernière partie vise à proposer des pistes  
de réponses à des questions concrètes que pour-
raient se poser des enseignants quant à l’utilisation 
d’une technologie qui se développe rapidement et 
dont l’usage se généralise.   

Cette publication utilise de nombreux termes 
relatifs à la technologie. Pour faciliter la  

lecture, les mots ou expressions suivis du symbole 
«  ?  » sont définis dans le glossaire repris au point 
2.3 - Glossaire.

Étant donné la rapidité avec laquelle les outils 
numériques et en particulier les intelligences 

artificielles se développent, il est évident que ce  
document présente des éléments de réflexion en 
l’état des connaissances à sa date de publication.  
Il sera régulièrement adapté pour suivre au mieux 
les innovations techniques, réglementaires et péda-
gogiques futures.
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DÉFINITIONS ET CONCEPTS CLÉS2

2.1 Définitions de l’intelligence artificielle

Les machines sont-elles capables de penser ? Alan 
Turing, inventeur du concept d’ordinateur, pose 
cette question dès 1950 dans son article Computing 
Machinery and Intelligence. Il y développe la pos-
sibilité qu’une machine puisse un jour simuler une 
conversation humaine. 

Le terme d’intelligence artificielle (souvent abrégé 
en IA) est utilisé pour la première fois en 1956 lors 
d’une conférence donnée au Dartmouth College, 
dédiée aux « machines pensantes ». Les scientifiques 
présents estimaient alors que « quelques milliers de 
lignes de codes informatiques, quelques millions de 
dollars et vingt années de travail allaient permettre 
d’égaler le cerveau humain, qui était considéré 
comme un ordinateur assez simple.» (Alexandre, 
2017)

Le MIT (Massachusetts Institute of  Technology) 
développe en 1965 un programme informatique, 
ELIZA, capable d’entretenir une conversation avec 
un humain. Il s’agit du premier chatbot ou agent 
conversationnel ? . Le MIT est, depuis, une des 
universités pionnières dans le domaine de l’intelli-
gence artificielle. En 2018, sa publication dédiée aux 
nouvelles technologies, le MIT Technology Review, 
fait le point sur les développements récents et sou-
ligne que la définition de l’intelligence artificielle est 
en évolution constante : 

« Qu’est-ce que l’IA, exactement ? La question 
peut sembler basique, mais la réponse est re-
lativement compliquée. Dans son acception  
la plus large, l’IA réfère à des machines qui peuvent 
apprendre, raisonner et agir par elles-mêmes. Elles 
sont capables de prendre leurs propres décisions 
quand elles sont confrontées à de nouvelles situa-
tions, de la même manière que peuvent le faire les 
humains et les animaux. » 

_________________ 
(Hao, 2018)

Le Parlement européen, à l’occasion de l’adoption 
d’une résolution en 2020, a établi sa propre défini-
tion1: 

« L’intelligence artificielle (IA) désigne la possibi-
lité pour une machine de reproduire des com-
portements liés aux humains, tels que le rai-
sonnement, la planification et la créativité. L’IA 
permet à des systèmes techniques de percevoir leur 
environnement, gérer ces perceptions, résoudre 
des problèmes et entreprendre des actions pour at-
teindre un but précis. 

L’ordinateur reçoit des données (déjà préparées 
ou collectées via ses capteurs - une caméra, par 
exemple),  les analyse et réagit. Les systèmes dotés 
d’IA sont capables d’adapter leurs comportements 
(plus ou moins) en analysant les effets produits par 
leurs actions précédentes, travaillant de manière au-
tonome.» 

_________________

(Parlement européen, 2021)

(1) Résolution du Parlement européen pour une politique  
industrielle européenne globale sur l’intelligence artificielle  
et la robotique : www.europarl.europa.eu/doceo/
document/TA-8-2019-0081_FR.html

http://www.europarl.europa.eu/doceo/
document/TA-8-2019-0081_FR.html
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Un périmètre plus large a été retenu par Zhong Yi 
Xin de l’Université de Beijing,  qui définit l’IA comme 
étant :

« Une branche de la science et de la technologie 
modernes visant d’une part à explorer les secrets 
de l’intelligence humaine, d’autre part à implé-
menter autant que possible l’intelligence hu-
maine dans les machines, afin que ces dernières 
soient capables d’exécuter des fonctions aussi intel-
ligemment qu’elles le peuvent.» 

_________________ 

(Zhong, 2006, pp. 90-100)

La notion d'intelligence artificielle peut ainsi 
désigner plusieurs concepts à la fois :

•	 Un domaine de recherche scientifique et techno-
logique ;

•	 L’application concrète de cette technologie et les 
capacités qui en découlent pour des machines 
(programmes, systèmes, scripts, objets technolo-
giques…) ;

•	 Ces machines en elles-mêmes.

Les facultés concernées par l'exercice de cette 
intelligence sont également multiples :

•	 La réception ou la perception de données, et leur 
analyse ; 

•	 L’application d’un raisonnement conduisant à la 
prise de décision ;

•	 La faculté d’apprentissage, en analysant les résul-
tats des prises de décision précédentes ;

•	 La simulation de comportements humains, y 
compris la créativité.

Le développement de ces différentes facultés s'est 
construit au fil du temps, des tout premiers objets 
technologiques uniquement capables d'analyser 
des données jusqu'à la popularisation récente des 
agents conversationnels susceptibles d'élaborer des 
textes aboutis ou d'inventer des images sur base 
d'une simple description.

LECHAT
FONTANA

?

?
?

??

?

p.4 : «L’intelligence arti�cielle (IA) désigne la possi-
bilité pour une machine de reproduire des com-
portements liés aux humains... »

p20 : «l’usage des IA pour soutenir les apprenants» 

p.8 : «2.3. Quelques termes importants pour com-
prendre l’IA» -> icônes illustratives de quelques 
dé�nitions

p.15 : «Le développement de l’IA a un coût envi-
ronnemental : la moindre requête adressée par un 
utilisateur à un agent conversationnel provoque 
un besoin d’énergie ; les opérations réalisées par 
l’IA génèrent (à travers l’usage d’internet, de 
serveurs et de data centers)... »

p.29 : «Tout comme les animaux, les IA n’ont pas de 
personnalités juridiques et ne sont donc pas 
éligibles à l’ouverture de droit d’auteur...» 

p.29 : chapitre 5
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À ce jour, l’intelligence artificielle n’est pas  
capable de reproduire l’intelligence humaine : elle  
« se contente » d’exercer une immense puissance 
de calcul sur un volume colossal de données, en un 
temps très court.  Le résultat, qu’il s’agisse de déci-
sions successives dans une partie d’échecs, ou d’une 
production langagière dans le cas des chatbots ? , 
génère l’impression d’une « intelligence ». 

L’intelligence artificielle ne possède cependant pas 
les facultés humaines correspondant au jugement, 
ou encore au « bon sens ».

Le créateur du chatbot ELIZA, Joseph Weizenbaum 
(1976), opère cette distinction entre la décision 
et le choix : la décision est le produit d’une activi-
té reposant sur le calcul informatique et pouvant 
être programmée ; le choix est basé sur le jugement  
humain et suppose un plus large panel de facteurs, 
non mathématiques. 

Ainsi, une intelligence artificielle n’effectuera pas 
une action parce que celle-ci lui semble pertinente, 
appropriée, raisonnable ou bienvenue. Elle prendra 
une décision sur base de sa programmation, des 
données disponibles, de la classification de celles-ci 
et des calculs opérés.

Par exemple, une intelligence artificielle est suscep-
tible de compléter ou développer un récit, voire de 
rédiger intégralement une œuvre littéraire. Pour ce 
faire, elle produira des phrases syntaxiquement co-
hérentes, en analysant un immense corpus de mots 
et en reproduisant les associations de mots les plus 
récurrentes qu’elle répertorie. Cependant, sans in-
tervention humaine, le récit apparaîtra rapidement 
décousu ou incohérent, puisque l’intelligence artifi-
cielle ne choisit pas les éléments du récit selon leur 
sens et leur intérêt narratif, pas plus qu’elle ne peut 
gérer l’implicite ou opérer de choix selon des cri-
tères esthétiques. 

Ainsi, le premier roman entièrement rédi-
gé par une intelligence artificielle, 1 the road,  
publié en 2018, est perçu comme une œuvre  
« déstructurée et mystérieuse », produisant « des 
tournures de phrase inattendues, parfois drôles, 

!

parfois profondes, souvent absurdes. »1 (Goodwin, 
2018)

Les chatbots tels que ChatGPT utilisent le même 
procédé pour produire leurs contenus. Les ré-
ponses fournies par ChatGPT sont la synthèse d’in-
formations retrouvées dans un immense corpus de 
textes dans lequel les fréquences des associations 
entre les mots sont identifiées et reproduites. 

Les chatbots ne peuvent cependant pas exercer la 
faculté humaine à discerner la validité apparente de 
l’information, pas plus que l’humour, l’ironie, la pa-
rodie, etc. Si statistiquement, dans le corpus utilisé 
par un chatbot,  le mot « rectangle » est le plus régu-
lièrement côtoyé par l'adjectif  « praliné », ce chatbot 
pourrait affirmer que les rectangles sont pralinés, 
sans être capable de discerner que cette déclaration 
n'a absolument aucun sens.  
 
L'intervention humaine est dès lors capitale : des hu-
mains peuvent entrainer le chatbot, en lui soumet-
tant des exemples de réponse à une requête (éti-
quetage de données ? ). Puis, quand le chatbot 
produit lui-même des réponses, celles-ci sont classi-
fiées de la meilleure à la moins pertinente (appren-
tissage automatique ? ). En s'appuyant sur ces 
exemples et ces classifications, le chatbot construit 
progressivement, par réplication, son modèle de ré-
ponse.

Si l'intervention humaine n'est pas adéquate, si l'en-
traînement de l'IA n'est pas suffisamment cadré ou 
encore si les données d’entrainement sont biaisées, 
des systèmes d'IA peuvent produire des contenus 
absurdes ou encore vulgaires, racistes ou offensants. 
Ce fut le cas de Tay, un prototype d'outil conversa-
tionnel de Microsoft, alimenté par les conversations 
sur Twitter et qui finit par tenir des propos inappro-
priés avant d’être mis hors ligne2. 

(1) Ces informations sont disponibles sur les sites de Le soir 
(geeko.lesoir.be/2018/11/08/1-the-road-le-premier-livre-
ecrit-par-une-intelligence-artificielle) et BOMB 
magazine (bombmagazine.org/articles/2018/12/14/ross-
goodwins-1-the-road)

(2) Tual, M. (2016, 24 mars), À peine lancée, une intelligence 
artificielle de Microsoft dérape sur Twitter, Le Monde.	

« INTELLIGENCE », LE TERME EST-IL BIEN CHOISI ? 

http://geeko.lesoir.be/2018/11/08/1-the-road-le-premier-livre-ecrit-par-une-intelligence-artificielle
http://geeko.lesoir.be/2018/11/08/1-the-road-le-premier-livre-ecrit-par-une-intelligence-artificielle
https://bombmagazine.org/articles/2018/12/14/ross-goodwins-1-the-road/
https://bombmagazine.org/articles/2018/12/14/ross-goodwins-1-the-road/
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Raisonnement, prise de décision, apprentissage, ap-
parence de créativité, calque de l’intelligence hu-
maine… Les notions associées à l’intelligence ar-
tificielle recouvrent donc un champ très large. De 
la même façon, dans notre vie quotidienne, l’intelli-
gence artificielle est beaucoup plus présente qu’on 
ne peut le supposer. 

Les résultats proposés par un moteur de recherche, 
les systèmes d’aide à la conduite des voitures, les 
réactions d’un personnage dans un jeu vidéo, les 
suggestions de contenus sur les réseaux sociaux, les 
montres connectées capables d’alerter les secours 
en cas de chute… sont autant d’éléments soutenus 
par les tâches de collecte de données, d’analyse et 
de décision d’une intelligence artificielle.  

© Union européenne, [2021] - Source : Parlement européen

2.2 Les principaux types d’intelligence 
artificielle

Selon De Lièvre (2019), on peut généralement iden-
tifier deux niveaux ou stades de développement 
dans les logiciels d’intelligence artificielle (ou IA) :  

Les applications contextualisées (ou IA 
faible) 

•	 Les IA basées sur des règles (if… then…) : ces 
logiciels sont spécialisés dans un domaine res-
treint et ne présentent pas de transversalité.  

Ils se basent souvent sur des règles logiques 
(si « condition », alors « réponse ») et uti-
lisent leur puissance de calcul pour effec-
tuer rapidement des tâches répétitives.  
 
Exemples : programme de jeu d’échec basique ; 
ELIZA, le premier chatbot ?  créé.

•	 Les IA apprenantes (machine learning, neural 
network, deep learning) : ces logiciels analysent 
une grande quantité de données pour identi-
fier des liens et construire des modèles prédic-
tifs en se basant sur des approches statistiques.  
 
Exemples : traitement du langage naturel ?  
(ChatGPT) ; reconnaissance d’image (Google 
Lens). 

Les applications autonomes (ou IA forte)

Ces logiciels seraient théoriquement identiques à 
l’intelligence humaine, capables de résoudre des 
problèmes, de planifier en autonomie des actions 
sur base de l’expérience et de développer une 
conscience de soi. 
 
Exemple : HAL 9000, l'ordinateur de bord dans le 
film 2001, l'Odyssée de l'espace. (Kubrick, 1968)

L’IA forte : entre fantasme et réalité

Cette forme d’IA n’existe pas à l’heure ac-
tuelle et est principalement issue d’un mythe 
de la création, alimenté par l’imaginaire popu-
laire, le cinéma et les ouvrages de science-fic-
tion. Jean-Gabriel Ganascia, expert en intelligence 
artificielle et philosophe, chercheur au LIP6, le  
Laboratoire d’informatique de Paris 6 précise :  

« […] il est facile de simuler l’intelligence 
et des émotions, mais rendre une machine 
consciente, c’est de la pure science-fiction ». 

« […] il y a derrière tout cela une croyance en la 
toute-puissance de la technologie, très proche d’une 
religion… peut être celle des transhumanistes ».

!
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2.3 Glossaire

a) Quelques termes importants pour 
comprendre l’IA

Algorithme 
Suite finie d’opérations et/ou d’instructions dont 
l’exécution permet la réalisation d’une tâche à par-
tir d’éléments fournis par l’utilisateur (appelés « re-
quêtes » ou prompts). 

Etiquetage de données (data labeling) 
Fait d’ajouter des informations à une donnée d’en-
trée d’un logiciel d’IA afin que l’algorithme recon-
naisse plus facilement la donnée. Cette opéra-
tion est généralement réalisée par des humains.  
Par ex. : identifier sur une 
image les zones correspon-
dant aux parties du visage 
dans un logiciel de recon-
naissance faciale.

Big Data 
Le terme big data désigne un grand ensemble de 
données, de sources hétérogènes (données libres 
(open data), données propriétaires, données ache-
tées commercialement).

Sciences des donnés (data science)  
Regroupement large des mathématiques, des sta-
tistiques, des probabilités, de l’informatique, de 
la visualisation des données afin d’extraire des 
connaissances d’un ensemble hétérogène de don-
nées (images, son, texte, données génomiques, liens 
dans les réseaux sociaux, mesures physiques, etc).

b) Modèles d’apprentissage de l’intelligence 
artificielle 

La programmation informatique produit une suite 
d’opérations qui seront exécutées sur un appa-
reil numérique. Ces opérations suivent des règles 
déterminées par le développeur humain, et ne se 
fondent que sur les données qui sont fournies. Un 
programme de quiz élémentaire, par exemple, fonc-
tionne sur ces bases. Le programme sélectionne une 
question au hasard parmi celles qui figurent dans sa 
base de données et compare la réponse de l’utilisa-
teur avec la réponse correspondante pré-encodée. 
Si les réponses concordent, le programme a l’ins-
truction d’afficher « bravo » ; dans le cas contraire, il 
passe à la question suivante, etc.

L’apprentissage est une caractéristique de l’intelli-
gence artificielle. Au-delà de l’exécution de règles 
prédéterminées dans le cadre d’une programma-
tion, l’intelligence artificielle est capable d’assimiler 
de nouvelles règles à partir des données accessibles, 
et donc d’adopter des « comportements » évolutifs. 
Dans le cas du quiz, l’intelligence artificielle serait 
par exemple susceptible de déterminer les catégo-
ries de questions qui obtiennent le meilleur taux de 
bonnes réponses, pour ne proposer par la suite que 
des items issus de ces catégories-là. La machine au-
rait « appris » les préférences de l’utilisateur et adap-
té son fonctionnement. 

Cet apprentissage peut être ou non supervisé par 
un humain.
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Apprentissage automatique 
(machine learning)  
Méthode d’intelligence artificielle qui permet de 
construire un modèle mathématique à partir de 
données en incluant un grand nombre de variables.

© Conseil de l’Europe 2023

Apprentissage profond (deep learning) 
Technique de l’IA qui utilise un grand nombre de 
couches de « neurones » permettant de traiter de 
grandes quantités de données non-structurées (par 
exemple : des images ou des vidéos).

Apprentissage supervisé par un humain 
Type d’apprentissage automatique où les éléments 
de sortie de l’algorithme sont analysés par un hu-
main afin de diminuer l’écart entre le résultat obte-
nu par l’algorithme et le résultat attendu. Ces logi-
ciels utilisent généralement des données étiquetées 
(Voir Etiquetage de données).

Apprentissage non supervisé par 
renforcement
Type d’apprentissage automatique où l’algorithme 
se base sur une méthodologie d’essai-erreur par 
rapport à ses propres productions afin d’affiner le 
modèle.

Apprentissage non supervisé 
Type d’apprentissage automatique où l’algorithme 
déduit des modèles parmi des données non étique-
tées. 

Apprentissage auto-supervisé 
Type d’apprentissage automatique où l’algorithme 
déduit des modèles parmi des données non étique-
tées, et va lui-même générer un étiquetage de don-
nées, sans intervention humaine.

c) Exemples d’applications pratiques de l’IA
 
Traitement du langage naturel (NLP natural 
langage processing) 
Technique d’intelligence artificielle permettant 
d’analyser et simuler le langage naturel (le langage 
parlé humain). 

Logiciels de reconnaissances de langage 
Logiciels permettant de comparer la produc-
tion d’un étudiant à celle d’un native speaker   et 
de fournir une rétroaction immédiate pour, par 
exemple, améliorer son accent. 

Logiciels de reconnaissances de formes/
images
Logiciels capables, par exemple, d’identifier et de 
reconnaitre des expressions mathématiques, de 
résoudre des exercices simples ou encore recon-
naitre les objets du quotidien.

Agent conversationnel (chatbot) 
Programme informatique qui uti-
lise des techniques d’intelligence ar-
tificielle pour simuler des conver-
sations avec des individus. Certains chatbots  
se basent sur une reconnaissance de mots-clés per-
mettant d’obtenir des réponses scénarisées ou sur 
le traitement du langage naturel pour générer des 
réponses uniques. 

Réalité virtuelle et réalité augmentée 
Ce sont deux technologies connexes à l’intelligence 
artificielle et généralement associées afin d’amélio-
rer l’expérience de l’utilisateur (par exemple, visiter 

l’intérieur d’un volcan). Ces 
techniques permettent de si-
muler un environnement de 
manière immersive. 

IA générative
Application capable de générer du contenu, géné-
ralement inédit, sur base du modèle déterminé par 
apprentissage automatique. Par ex. : rédaction de 
texte, production d’image…
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LES GRANDS ENJEUX DE L’IA3

L’intelligence artificielle est considérée comme un 
élément central de la transition numérique de la 
société et est devenue une priorité pour l’Union 
européenne1 : les technologies liées à IA peuvent 
contribuer à soutenir la croissance économique et le 
développement humain, dans les champs de la san-
té, de l’éducation, de la gestion environnementale…

Au-delà des impacts – concrets mais souvent in-
visibles – de l’intelligence artificielle dans la vie 
quotidienne, les développements de cette techno-
logie soulèvent également des enjeux (sociétaux, 
humains, éthiques, environnementaux…) plus glo-
baux.  

Il est à noter que ces enjeux globaux sont loin d'être 
anodins : ainsi, le 22 mars 2023, plus de 1 000 scien-
tifiques et personnalités de l'industrie technologique 
ont signé une lettre ouverte appelant à la mise en 
place d'un moratoire dans les développements rela-
tifs à l'IA2, afin de pouvoir en mesurer sereinement 
les conséquences et les réponses à y apporter. Si 
des réactions à cet appel ont été critiques quant à 
l'intention ou à l'alarmisme du message3, la réalité 
des enjeux soulevés par le développement de l'intel-
ligence artificielle n'a pas été remise en cause.  

 
 
 

(1) Ces informations sont disponibles sur le site Parlement 
européen : Actualité (www.europarl.europa.eu/news/fr/
headlines/society/20200827STO85804/intelligence-artifi-
cielle-definition-et-utilisation) 

(2) « Nous appelons tous les laboratoires d’IA à suspendre 
immédiatement et pour au moins six mois l’entraînement des 
systèmes d’IA plus puissants que GPT-4. Cette suspension 
doit être publique et vérifiable, et inclure tous les acteurs-clés. 
Si une telle suspension ne peut pas être rapidement décré-
tée, les gouvernements devraient intervenir et instituer un 
moratoire. ». Le texte intégral en anglais est disponible sur 
futureoflife.org/open-letter/pause-giant-ai-experiments 

(3) Ces informations sont disponibles sur le site France 24 
(www.france24.com/fr/éco-tech/20230330-chatgpt-une-
pause-dans-le-déploiement-de-l-ia-c-est-maintenant-ou-
jamais)

Par la suite, le 1er et 2 novembre 2023 s’est tenu le 
premier sommet international dédié aux enjeux de 
sécurité et de réglementation de l’IA. À son terme, 
la Déclaration de Bletchley a été approuvée par 28 
pays, notamment la Chine, les États-Unis et l’Union  
Européenne au nom des États-membres. Ce texte 
est une déclaration de principes, mais qui pose les 
jalons d’une coopération internationale visant au 
développement de l’intelligence artificielle dans une 
optique régulée, éthique, inclusive et sûre pour l’hu-
main4. 

3.1 Les enjeux sociétaux

L’IA est un élément-clé de la « quatrième révolution 
industrielle »5 ou « industrie 4.0 ». 

Parmi les technologies de cette industrie 4.0 figurent 
l’impression 3D, les véhicules autonomes, les bio-
technologies, les nanotechnologies, l’informatique 
quantique, la robotique et l’Internet des objets6, qui 
toutes sont sous-tendues par l’IA. 

(4) Le texte de la Déclaration de Bletchley est disponible 
(en anglais) sur le site du gouvernement britannique (www.
gov.uk/government/publications/ai-safety-summit-2023-
the-bletchley-declaration/the-bletchley-declaration-
by-countries-attending-the-ai-safety-summit-1-2-no-
vember-2023)  

(5) Sommairement : la 1ère révolution industrielle a vu l’ap-
parition de la mécanisation ; la 2ème, des lignes de mon-
tage et de la production de masse ; la 3ème, de l’électro-
nique et de la programmation des machines par ordinateur. 

(6) L’Internet des objets (ou IoT, « Internet of  Things ») est 
également une technologie s’implémentant de plus en plus 
dans notre quotidien : assistants personnels intelligents, prises 
connectées, électroménager ou machines gérées à distance… ; 
ces objets sont fondés sur l’utilisation conjuguée de 
capteurs et d’internet.

http://www.europarl.europa.eu/news/fr/headlines/society/20200827STO85804/intelligence-artificielle-definition-et-utilisation
http://www.europarl.europa.eu/news/fr/headlines/society/20200827STO85804/intelligence-artificielle-definition-et-utilisation
http://www.europarl.europa.eu/news/fr/headlines/society/20200827STO85804/intelligence-artificielle-definition-et-utilisation
http://futureoflife.org/open-letter/pause-giant-ai-experiments
https://www.france24.com/fr/%C3%A9co-tech/20230330-chatgpt-une-pause-dans-le-d%C3%A9ploiement-de-l-ia-c-est-maintenant-ou-jamais
http://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
http://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
http://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
http://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
http://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.france24.com/fr/%C3%A9co-tech/20230330-chatgpt-une-pause-dans-le-d%C3%A9ploiement-de-l-ia-c-est-maintenant-ou-jamais
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Les révolutions industrielles précédentes ont cha-
cune suscité de profonds changements socio-écono-
miques. Par exemple, et à des époques différentes : 
l’urbanisation massive, l’apparition de nouvelles 
classes sociales, le rapport au travail, les réflexions 
sur le développement durable et l’impact environ-
nemental des progrès technologiques…

Cette quatrième révolution industrielle, qui émerge 
depuis les années 2010, produira elle aussi de pro-
fondes mutations sociales et, à court terme, posera 
des questions inédites. Après l'automatisation des 
tâches manuelles, et leur prise en charge en grande 
partie par des machines-outils, le développement 
de l'intelligence artificielle prélude désormais à l'au-
tomatisation de certaines tâches intellectuelles : 

« L’automatisation de tâches intellectuelles rou-
tinières modifie la nature du travail humain, et par 
conséquent l’équilibre du marché du travail. Elle sou-
lève de profondes questions éthiques, par exemple 
la responsabilité juridique de décisions effectuées 
par l’IA. Comme des quantités impressionnantes 
de données techniques et de données personnelles 
transitent par des objets connectés omniprésents, 
les cyber-risques deviennent aussi une menace ma-
jeure, pour les entreprises comme pour les gouver-
nements. » 

_________________

(European patent office, 2020)

Il semble impossible de déterminer précisément, à 
l'heure actuelle, l'importance et la rapidité de cet 
impact sur la société. Une analyse économique de 
Goldman Sachs, publiée à la même période que l'ap-
pel au moratoire sur les développements de l'IA1, 
estime que les IA génératives ?  sont susceptibles 
de produire un impact sur 300 millions d'emplois à 
travers le monde. Cette analyse apporte des préci-
sions sur la situation de l'emploi aux Etats-Unis, en 
estimant que 7% des emplois pourraient être totale-
ment remplacés par un outil d'intelligence artificielle. 

(1) Cette analyse est disponible en ligne (www.key4biz.it/
wp-content/uploads/2023/03/Global-Economics-Ana-
lyst_-The-Potentially-Large-Effects-of-Artificial-Intel-
ligence-on-Economic-Growth-Briggs_Kodnani.pdf) 

Une étude conduite par OpenAI, l'entreprise à l'ori-
gine de ChatGPT 2, conclut que 80 % des personnes 
travaillant aux Etats-Unis pourraient voir au moins 
10 % de leurs tâches professionnelles impactées par 
l'introduction des IA génératives dans leur secteur 
professionnel ; 19 % pourraient voir au moins 50 % 
de leurs tâches impactées.

Un autre enjeu prégnant est celui de la fracture nu-
mérique, que l’IA peut contribuer à réduire comme 
à augmenter. Pour pouvoir participer activement à 
la société numérique, les citoyens auront besoin de 
compétences numériques, mais également de dif-
férents savoir-faire transversaux et de soft skills3. 
L’utilisation de l’IA, en venant en support à l’appren-
tissage tout au long de la vie (par exemple, à travers 
des tuteurs numériques4 personnalisés, susceptibles 
d’accompagner une personne dans ses apprentis-
sages et d’organiser ceux-ci), permettrait de soute-
nir l’accessibilité de chacun à l’auto-formation et au 
développement des compétences.

Cependant, l’accès à ce type d’outils n’est pas ga-
ranti à chacun. Les entreprises actives dans le do-
maine de l’intelligence artificielle adoptent réguliè-
rement le même modèle de mise sur le marché de 
leurs produits : un prototype diffusé gratuitement, 
avant le développement d’une version aux perfor-
mances plus abouties, mais en accès payant. Les iné-
galités pourraient s’accroître, entre les personnes 
susceptibles d’avoir accès à des outils d’intelligence 
artificielle performants et celles qui ne pourraient 
pas se le permettre.

Les mêmes enjeux se posent pour l’accessibilité des 
citoyens aux services publics, rendue plus difficile 
sous l’effet de la dématérialisation des démarches, 
de plus en plus courante. 

(2) Cette étude est disponible sur le site Open AI (openai.
com/research/gpts-are-gpts) 

(3) Les soft skills sont les aptitudes comportementales prisées 
par les employeurs chez un employé comme par exemple  
l’intelligence relationnelle, les capacités de communication,  
le caractère ou encore les aptitudes interpersonnelles. 

(4) La question des tuteurs numériques personnalisés 
est développée au point 4.4 : Considérer les aspects 
sociétaux de l’IA.

http://www.key4biz.it/wp-content/uploads/2023/03/Global-Economics-Analyst_-The-Potentially-Large-Effects-of-Artificial-Intelligence-on-Economic-Growth-Briggs_Kodnani.pdf
http://www.key4biz.it/wp-content/uploads/2023/03/Global-Economics-Analyst_-The-Potentially-Large-Effects-of-Artificial-Intelligence-on-Economic-Growth-Briggs_Kodnani.pdf
http://www.key4biz.it/wp-content/uploads/2023/03/Global-Economics-Analyst_-The-Potentially-Large-Effects-of-Artificial-Intelligence-on-Economic-Growth-Briggs_Kodnani.pdf
http://www.key4biz.it/wp-content/uploads/2023/03/Global-Economics-Analyst_-The-Potentially-Large-Effects-of-Artificial-Intelligence-on-Economic-Growth-Briggs_Kodnani.pdf
http://openai.com/research/gpts-are-gpts
http://openai.com/research/gpts-are-gpts
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En France, en 2018, le rapport parlementaire de la 
mission confiée par l’exécutif  au député Cédric Vil-
lani a abouti à la définition d’une stratégie nationale 
globale en matière d’intelligence artificielle. 

Le « Rapport Villani » aborde les phénomènes de 
l’inaccessibilité progressive aux services publics et 
de recul de l’accès aux droits : 

« Ces phénomènes sont d’autant plus graves qu’ils 
affectent une partie substantielle de la population – 
en particulier, les personnes en situation de préca-
rité et/ou éloignées du numérique – et qu’ils sont 
susceptibles de s’accentuer dans les prochaines an-
nées. » 

_________________ 

(Villani, 2018)

Le même rapport souligne cependant les potentia-
lités offertes par l’IA pour améliorer cette acces-
sibilité, par exemple, en aidant « les usagers à ex-
primer leurs besoins et à les requalifier en langage 
administratif  avec l’aide de techniques de traite-
ment du langage naturel ? . » (Villani, 2018), en 
analysant les demandes et en les comparant avec 
les demandes des autres usagers afin de fournir un 
diagnostic et une réponse, ou encore en fournis-
sant une information contextuelle et personnalisée, 
jusqu’à « gérer la réalisation de certaines tâches ad-
ministratives ». (Villani, 2018) 

Toutefois, se pose à nouveau la question des compé-
tences nécessaires à l’utilisation de ces innovations. 

3.2 Les enjeux humains

Les enjeux sociétaux développés ci-dessus revê-
tiront ainsi une importance majeure dans les pro-
chaines années. Par ailleurs, sans pour autant verser 
dans la science-fiction, il est probable que le déve-
loppement de l’intelligence artificielle provoquera 
également une adaptation du fonctionnement de 
l’intelligence humaine. 

Dès 2011, une recherche menée par l’Université 
de Columbia relevait l’impact de l’utilisation des 
moteurs de recherche sur la cognition humaine :    

« Les résultats suggèrent que les processus de la 
mémoire humaine s’adaptent à l’émergence des 
nouvelles technologies de l’information et de la 
communication. Nous entrons en symbiose avec 
nos outils informatiques, nous développant en sys-
tèmes interconnectés, qui se souviennent moins de 
la connaissance de l’information, que de l’endroit où 
cette information peut être trouvée. » 

_________________  

(Sparrow, 2011) 

Ce phénomène a par la suite été expérimenté et 
théorisé sous le nom de Google Effect1 , bien qu’il 
ne concerne pas uniquement l’utilisation de mo-
teurs de recherche.  

Les agents conversationnels de type ChatGPT, vont 
plus loin que les moteurs de recherche, en fournis-
sant un résultat unique, une synthèse d’informations, 
plutôt que plusieurs résultats distincts. Au même 
titre que l’émergence d’internet ou des encyclopé-
dies en ligne, ces nouveaux outils basés sur l’intelli-
gence artificielle modifieront encore notre rapport à 
la connaissance, à la gestion de l’information et à sa 
mémorisation.  

La relation entre l’humain et la machine qui l’assiste 
deviendra également plus complexe au fur et à me-
sure que les systèmes technologiques développe-
ront leur caractère anthropomorphe – c’est-à-dire 
qu’ils incorporeront de plus en plus d’aspects « hu-
mains ». La question se pose pour les cobots, robots 
collaboratifs, assistants conçus pour travailler en 
coopération et en interaction avec des opérateurs 
humains. Elle se pose également pour d’autres outils 
fondés sur l’IA, comme les agents conversation-
nels ? . 

(1) Ces informations sont disponibles sur le site Re-
searchGate (www.researchgate.net/publica-
tion/280721560_The_Google_Effect)

http://www.researchgate.net/publication/280721560_The_Google_Effect
http://www.researchgate.net/publication/280721560_The_Google_Effect
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Certains de ces chatbots, comme Replika, sont spé-
cifiquement conçus pour constituer un « ami vir-
tuel », développer la connivence avec l’utilisateur, 
et favoriser les confidences personnelles. Certains 
utilisateurs ont développé une charge affective avec 
ce chatbot, allant jusqu’à témoigner d’un sentiment 
de deuil lorsque l’entreprise l’ayant développé  
a modifié les paramètres de conversation, rendant 
l’IA moins amicale1. 

Cette question d’anthropomorphisme des machines 
fondées sur l’IA est d’autant plus difficile à gérer que 
celles-ci fonctionnent dans une « boîte noire » : les 
programmeurs d’une IA, bien qu’ils en modélisent 
les processus d’apprentissage et entraînent celle-ci 
à apprendre, ne peuvent expliquer exactement la 
technique d’apprentissage profond ?  de l’IA : « la 
compréhension du fonctionnement des systèmes 
basés sur cette technique est particulièrement  
ardue. » (Zouinar, 2020)

3.3 Les enjeux éthiques

Les innovations en matière d’IA, en particulier les 
modèles d’IA génératives ?  (ChatGPT, Midjour-
ney…) laissent entrevoir un risque important de dé-
tournement de ces technologies à des fins de désin-
formation, manipulation ou encore de propagande. 

En effet, au-delà d’informations en ligne qui peuvent 
être erronées, ou volontairement fausses (fake 
news), les supports eux-mêmes peuvent désor-
mais être contrefaits par une intelligence artificielle. 
Celle-ci, à travers la technologie de deep fake per-
met de générer des vidéos « hypertruquées », dans 
lesquelles le visage d’une personne peut remplacer 
de manière réaliste celui d’une autre, ou moduler la 
voix, par exemple d’une personnalité, de façon à lui 
faire tenir des propos inventés. 

Les outils d’intelligence artificielle permettent égale-
ment de générer facilement des images crédibles à 
partir d’une simple description fournie par l’utilisa-
teur. Diffusées sur les réseaux sociaux, ces images 
peuvent être sources de confusion, ou être présen-
tées comme « preuves » de thèses complotistes. 

(1) Ces informations sont disponibles sur le site Le Figaro 
(www.lefigaro.fr/secteur/high-tech/elle-n-est-plus-elle-
meme-le-desarroi-des-utilisateurs-de-replika-rejetes-
par-leurs-petites-amies-virtuelles-20230319)

La facilité d’accès à des logiciels de création de deep 
fake ou d’images truquées pose ainsi le risque de 
renforcer le phénomène de « bulle de filtre2  » dans 
les messages fournis par les médias, notamment sur 
les réseaux sociaux. 

Ainsi, les exemples de « fake » ayant fait l’actuali-
té au cours de l’année 2023 sont nombreux : faux 
message vidéo de Volodymyr Zelensky appellant à 
la reddition, fausse photo de Donald Trump arrêté 
par la police, fausse interview de Michael Schuma-
cher, en fait créée par ChatGPT, 10ème Symphonie 
de Beethoven créée par une IA,…

Par ailleurs, les possibilités technologiques de l'IA 
élargissent le champ du fake au-delà de la désin-
formation liée aux événements et personnalités 
publiques : les photos ou vidéos truquées peuvent 
également être utilisées à des fins d'escroquerie, 
d'extorsion, d'intimidation ou de harcèlement à l'en-
contre d'individus3.

Ces aspects liés aux flux d’information numérique 
et à la désinformation sont à considérer dans les  
apprentissages liés à l’éducation aux médias.
       	

La collection Repères du Conseil Supérieur 
de l’Education aux Médias (CSEM) propose 

des contenus régulièrement actualisés permettant 
d’aborder ces thématiques4.

(2) Le concept de bulle de filtre correspond à une vision res-
trictive des informations proposées par un algorithme de  
recommandation, renforçant ainsi l’utilisateur dans ses goûts, 
ses convictions ou son idéologie sans le confronter à des points 
de vue divergents. Ainsi, plus un type de contenus est visionné, 
écouté ou liké, plus les recommandations des algorithmes pro-
poseront de contenus similaires, avec pour effet une tendance 
à enfermer l’utilisateur dans une bulle de contenus personna-
lisés malgré lui.

(3) Ces informations sont disponibles sur le site Europol 
(www.europol.europa.eu/cms/sites/default/files/docu-
ments/Europol_Innovation_Lab_Facing_Reality_Law_
Enforcement_And_The_Challenge_Of_Deepfakes.pdf)

(4) La collection Repères est accessible sur le site du CSEM 
(www.csem.be/eduquer-aux-medias/productions/la-col-
lection-reperes) et sur la plateforme e-classe (www.e-
classe.be/241fdd37-52c2-4273-80fd-77e474a92cd1)

http://www.lefigaro.fr/secteur/high-tech/elle-n-est-plus-elle-meme-le-desarroi-des-utilisateurs-de-replika-rejetes-par-leurs-petites-amies-virtuelles-20230319
http://www.lefigaro.fr/secteur/high-tech/elle-n-est-plus-elle-meme-le-desarroi-des-utilisateurs-de-replika-rejetes-par-leurs-petites-amies-virtuelles-20230319
http://www.lefigaro.fr/secteur/high-tech/elle-n-est-plus-elle-meme-le-desarroi-des-utilisateurs-de-replika-rejetes-par-leurs-petites-amies-virtuelles-20230319
http://www.europol.europa.eu/cms/sites/default/files/documents/Europol_Innovation_Lab_Facing_Reality_Law_Enforcement_And_The_Challenge_Of_Deepfakes.pdf
http://www.europol.europa.eu/cms/sites/default/files/documents/Europol_Innovation_Lab_Facing_Reality_Law_Enforcement_And_The_Challenge_Of_Deepfakes.pdf
http://www.europol.europa.eu/cms/sites/default/files/documents/Europol_Innovation_Lab_Facing_Reality_Law_Enforcement_And_The_Challenge_Of_Deepfakes.pdf
https://www.csem.be/eduquer-aux-medias/productions/la-collection-reperes
https://www.csem.be/eduquer-aux-medias/productions/la-collection-reperes
http://www.e-classe.be/241fdd37-52c2-4273-80fd-77e474a92cd1
http://www.e-classe.be/241fdd37-52c2-4273-80fd-77e474a92cd1
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Les biais de représentativité sont également un 
enjeu éthique majeur. Les intelligences artificielles 
sont alimentées de données, sur lesquelles elles se 
fondent pour produire une décision ou un contenu. 
Si les données fournies par les concepteurs d’IA sont 
fausses, les productions de l’IA seront erronées.  
Il en va de même pour les données « biaisées ».  
Selon Bertail et al. (2019), trois types de biais 
peuvent concerner l’alimentation d’une IA. Les biais 
cognitifs (un concepteur d’IA qui se fonde sur sa 
propre vision du monde en supposant qu’elle est 
généraliste) et les biais statistiques (des variables ab-
sentes ou sous-représentées) sont les plus courants. 

Enfin, les biais économiques surviennent quand un 
algorithme ?  est défini selon des facteurs de coût- 
bénéfice :

« Lambrecht et Tucker (2017) ont étudié, par 
exemple, comment un algorithme fournissant des 
annonces publicitaires faisant la promotion d’em-
plois dans les domaines des sciences, de la techno-
logie, de l’ingénierie et des mathématiques (STEM) 
peut discriminer les femmes. Les auteurs ont mon-
tré qu’un algorithme qui optimise simplement le 
rapport coût-efficacité de la diffusion d’annonces af-
fiche moins d’annonces destinées aux femmes, car 
le prix du segment des femmes jeunes est supérieur 
à celui des hommes jeunes. Il est donc moins coû-
teux pour l’algorithme de servir des publicités aux 
hommes jeunes qu’aux femmes jeunes. » 

_________________

(Bertail et al., 2019)

Ainsi, certains modèles d’intelligence artificielle 
peuvent parfois générer de nouvelles discrimina-
tions ou exacerber celles qui existent déjà. Les IA 
ne respectent pas toujours l’équité et l’égalité entre 
les genres car les données sur lesquelles elles sont 
entraînées sont, sans qu’on le sache, biaisées. Par 
exemple, ChatGPT peut proposer un texte féminisé 
lors d’une référence à des emplois dans le secréta-
riat, en amplifiant les préjugés des données sources1. 

(1) Ces informations sont disponibles sur le site X-MOL 
(www.x-mol.net/paper/article/1620534137207209984)

Comment certains modèles d’IA 
peuvent-ils être biaisés ? 

Contrairement aux modèles basés sur des règles 
(modèle if… then… par exemple), les modèles 
d’apprentissage automatique ?  ont pour rôle 
d’identifier des corrélations à partir des données 
d’entraînement fournies et de prédire le traitement 
à faire subir à une nouvelle requête. 

Ces modèles utilisent souvent plusieurs millions 
de paramètres, ce qui rend l’explicabilité2 de la dé-
cision très ardue. On parle de modèles de « boite 
noire ». Selon les données choisies comme source 
d’apprentissage, les réponses issues des logiciels 
peuvent être liées à une idéologie ou véhiculer des 
propos discriminatoires ou encore mettre en avant 
les discriminations existantes dans notre société. 

Notons cependant que, si les modèles d’apprentis-
sage automatique amplifient certains biais (genre, 
âge…), il est possible pour les concepteurs de cor-
riger ces déviations pour en limiter l’impact. 

Les algorithmes d’intelligence artificielle n’ont au-
cune considération éthique : comme expliqué, si les 
données d’entrée sont biaisées, les éléments pro-
duits au terme du traitement risquent fortement de 
l’être également. On utilise en informatique l’ex-
pression « garbage in = garbage out » : si les données 
fournies au logiciel ne sont pas de bonne qualité, la 
production obtenue ne le sera pas non plus.

 

(2) Selon la CNIL, l'explicabilité est la capacité de mettre en 
relation et de rendre compréhensibles les éléments pris 
en compte par le système d'IA pour la production 
d'un résultat.

http://www.x-mol.net/paper/article/1620534137207209984
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3.4 Les enjeux environnementaux

Le développement et l’utilisation de l’IA  
occasionnent un coût environnemental. La 
moindre requête adressée par un utilisateur 
à un agent conversationnel ?  provoque un 
besoin d’énergie et les opérations réalisées par 
l’IA génèrent (à travers l’usage d’internet, de 
serveurs et de data centers) un impact environ-
nemental dû à la puissance de calcul nécessaire. 

Pour permettre l’utilisation de l’IA par les  utili-
sateurs, il aura fallu, bien en amont, créer cette 
IA, l’alimenter et l’entraîner sur base de quanti-
tés extrêmement importantes de données : 

« […] Certains modèles d’entraînement d’algo-
rithmes par essai-erreur ont généré, en quelques 
jours, entre 35,6 et 284 tonnes d'équivalent CO2. 
Pour référence, un Français génère en moyenne 12 
tonnes d'équivalent CO2 pendant une année. Et une 
voiture, durant son cycle de vie, génère 57 tonnes 
d'équivalent CO2. Autrement dit, entraîner un mo-
dèle de deep learning pendant 4 à 7 jours émet donc 
autant qu’un être humain pendant 26 ans, ou que 5 
voitures pendant leur durée de vie. » 

_________________

(Gesset, 2023)

L’ONG française The Shift Project (2020) relève 
que la consommation d’énergie des systèmes nu-
mériques ne cesse d’augmenter (+ 9% d’énergie 
consommée par an1) alors même que, au niveau 
mondial, la consommation énergétique des autres 
secteurs économiques est en légère diminution 
(-2% en moyenne2). 

En contrepartie, le développement technologique 
de l’IA a la potentialité de produire un impact favo-
rable sur les Objectifs de développement durable 
établis par les Nations-unies, en particulier ceux 
concernant l’environnement (lutte contre le chan-
gement climatique, protection de la vie aquatique, 
protection de la vie terrestre) : 

(1) The Shift Project, Déployer la sobriété numérique – Résu-
mé aux décideurs, Paris, 2020 : theshiftproject.org/article/
deployer-la-sobriete-numerique-rapport-shift

(2) Ibidem

« Avec près de 80% d’impact positif  sur les objectifs 
de développement durable, l’IA est une technologie 
clé pour passer à l’action dans l’accomplissement 
d’une stratégie climatique et réduire d’en moyenne 
13% les émissions de gaz à effet de serre des entre-
prises. » (Gesset, 2023)
 
3.5 Les réponses structurantes aux enjeux 
de l’IA

Face aux  différents enjeux suscités par le dévelop-
pement de l’IA, tant l’Union européenne que les 
gouvernements ou encore l’Unesco se sont empa-
rés de la problématique ; notamment :

 la Commission européenne a adopté le Plan 
pour une approche européenne de l’intelligence 
artificielle3  en 2018. Dans le cadre de cette ap-
proche, le Règlement sur l'intelligence artifi-
cielle (AI Act en anglais) – parfois présenté 
comme « le RGPD de l’intelligence artificielle » 
–  devrait être un élément fondateur visant à 
encadrer et réguler le domaine de l’IA4.  

(3) Ces informations sont disponibles sur le site de la Commis-
sion européenne (digital-strategy.ec.europa.eu/fr/policies/
european-approach-artificial-intelligence) 

(4) Déposé en avril 2021 par la Commission, le texte a été 
adopté par le Conseil le 6 décembre 2022. Il a été amendé et 
adopté le 11 mai 2023 en Commissions du marché intérieur et 
des libertés civiles et le 14 juin 2023 au Parlement européen ; 
les négociations entre les États membres et le Parlement ont 
abouti à un accord le 8 décembre 2023, ouvrant la voie à une 
approbation officielle dans le courant de l’année 2024. Ces in-
formations sont disponibles sur le site de la Commission euro-
péenne (digital-strategy.ec.europa.eu/fr/policies/
regulatory-framework-ai)

LECHAT
FONTANA

?

?
?

??

?

p.4 : «L’intelligence arti�cielle (IA) désigne la possi-
bilité pour une machine de reproduire des com-
portements liés aux humains... »

p20 : «l’usage des IA pour soutenir les apprenants» 

p.8 : «2.3. Quelques termes importants pour com-
prendre l’IA» -> icônes illustratives de quelques 
dé�nitions

p.15 : «Le développement de l’IA a un coût envi-
ronnemental : la moindre requête adressée par un 
utilisateur à un agent conversationnel provoque 
un besoin d’énergie ; les opérations réalisées par 
l’IA génèrent (à travers l’usage d’internet, de 
serveurs et de data centers)... »

p.29 : «Tout comme les animaux, les IA n’ont pas de 
personnalités juridiques et ne sont donc pas 
éligibles à l’ouverture de droit d’auteur...» 

p.29 : chapitre 5

http://theshiftproject.org/article/deployer-la-sobriete-numerique-rapport-shift
http://theshiftproject.org/article/deployer-la-sobriete-numerique-rapport-shift
http://digital-strategy.ec.europa.eu/fr/policies/european-approach-artificial-intelligence
http://digital-strategy.ec.europa.eu/fr/policies/european-approach-artificial-intelligence
http://digital-strategy.ec.europa.eu/fr/policies/
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Parmi les mesures prévues figure une classifica-
tion des outils d'IA, en fonction du niveau de 
risque inhérent ou de leur usage dans certains 
secteurs. L'échelle de risque varie de « minimal » 
à « inacceptable » au regard des valeurs de 
l’Union européenne. 

 
Par exemple, en matière de risque inhérent, 
sont classés en catégorie de « risque inaccep-
table » des outils d’IA qui permettraient l’iden-
tification automatique et l’enregistrement dans 
une base de données de comportements so-
ciaux qui seraient considérés comme déviants.  
 
Autre exemple : en matière d’usage d’outils d’IA, 
quels qu’ils soient, dans certains secteurs, celui 
de l’enseignement et de la formation profession-
nelle est considéré « à haut risque » tout comme 
notamment, la gestion de l’asile et de la migra-
tion ou l’exercice des processus démocratiques.  
 
Pour les systèmes d’IA présentant un haut 
risque ou utilisés dans un secteur classifié à 
« haut risque, le Règlement prévoit une analyse 
d’impact obligatoire sur les droits fondamen-
taux des citoyens, incluant pour les entreprises 
concernées des obligations liées à la transpa-
rence, à la sécurité, à la bonne gouvernance et à 
la gestion des risques1. 

 
Dans son positionnement de négociation avec  
les États membres, le Parlement européen pré-
voit des règles spécifiques pour les IA généra-
tives ? , par ex. « […] les systèmes d’IA généra-
tive basés sur de tels modèles, comme ChatGPT, 
devront respecter les exigences en matière de 
transparence (mentionner que le contenu est 
généré par l’IA, aider également à distinguer les 
fausses images des vraies) et offrir des garan-
ties contre la génération de contenus illicites.  
 
 
 
 
 
 

(1) Cette information est disponible sur le site du  
Parlement européen (www.europarl.europa.eu/news/fr/
press-room/20231206IPR15699/loi-sur-l-intelligence-ar-
tificielle-accord-sur-des-regles-globales)

Des résumés détaillés des données protégées 
par le droit d’auteur utilisées pour la formation 
des IA devront également être rendus publics. »2 
(Parlement européen, 2023). 

 Au niveau fédéral belge, le SPF Stratégie &  
Appui a élaboré le « Plan national de conver-
gence pour le développement de l'IA ».  
Ce plan a été validé par le Conseil des ministres 
du 28 octobre 2022 et propose des actions 
concrètes pour le développement de systèmes 
IA en Belgique avec 9 objectifs prioritaires : 

•	 Promouvoir une IA digne de confiance

•	 Garantir la cybersécurité

•	 Renforcer la compétitivité et l’attractivité de 
la Belgique grâce à l’IA

•	 Développer une économie basée sur les don-
nées et une infrastructure performante

•	 L’IA au cœur de la santé

•	 Au service d’une mobilité plus durable

•	 Préserver l’environnement

•	 Former mieux et tout au long de la vie

•	 Fournir aux citoyens de meilleurs services et 
une meilleure protection

(2) Cette information est disponible sur le site du  
Parlement européen (www.europarl.europa.eu/news/fr/ 
press-room/20230609IPR96212/les-deputes-sont- 
prets-a-negocier-les-regles-pour-une-ia-sure-et- 
transparente)

https://www.europarl.europa.eu/news/fr/press-room/20231206IPR15699/loi-sur-l-intelligence-artificielle-accord-sur-des-regles-globales
https://www.europarl.europa.eu/news/fr/press-room/20231206IPR15699/loi-sur-l-intelligence-artificielle-accord-sur-des-regles-globales
https://www.europarl.europa.eu/news/fr/press-room/20231206IPR15699/loi-sur-l-intelligence-artificielle-accord-sur-des-regles-globales
http://www.europarl.europa.eu/news/fr/
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Quant aux aspects portant sur l’éducation en 
particulier : 

 L’Unesco a fait aboutir le Consensus de Bei-
jing sur l’intelligence artificielle et l’éduca-
tion en 2019. Celui-ci a été un acte fondateur 
pour l’IA dans l’éducation et propose un en-
semble de recommandations pour exploiter 
cette technologie au service de la réalisation de 
l’Objectif  de Développement durable « Assurer 
une éducation inclusive, équitable et de quali-
té ». Les thèmes sur lesquels portent les recom-
mandations sont abordés dans la partie 4 : Les 
professionnels de l’enseignement face à l’IA.

 
Au nombre des actions entreprises à la suite 
du Consensus de Beijing, l’Unesco a publié un 
guide de référence, IA et éducation – Guide 
pour les décideurs politiques1 en 2021. Les 
thèmes abordés sont également explicités dans 
la partie 4 : Les professionnels de l’enseigne-
ment face à l’IA.

(1) Miao, F. (2021), IA et éducation. Guide pour les décideurs 
politiques. UNESCO : unesdoc.unesco.org/ark:/48223/
pf0000380006	

 Au niveau européen, le Plan d’action euro-
péen en matière d’éducation numérique 
2021-20272  est une initiative de la Commission 
visant à soutenir l’adaptation durable et efficace 
des systèmes d’éducation et de formation à 
l'évolution des technologies numériques.   
 
Dans le cadre de ce plan, la Commission a pu-
blié en octobre 2022 des Lignes directrices 
éthiques sur l’utilisation de l’IA et des don-
nées dans l’éducation et l’apprentissage à 
l’intention des éducateurs :

 
« Ces lignes directrices fournissent un soutien 
pratique et des orientations principalement aux 
enseignants du primaire et du secondaire, avec ou 
sans expérience préalable de l’utilisation de l’IA.  
 
À l’aide d’exemples concrets, les lignes direc-
trices visent à :

•	 expliquer comment l’IA est utilisée dans les 
écoles;

•	 aider les enseignants et les élèves à enseigner 
et à apprendre;

•	 soutenir les processus administratifs et les 
systèmes dans les structures éducatives;

•	 présenter les considérations et exigences 
éthiques qui sous-tendent les lignes direc-
trices. »3 (Commission européenne, s.d.)

Ces différentes initiatives proposent des balises 
pour la mise en place d’outils d’IA dans un envi-
ronnement scolaire. Elles apportent également des  
réponses aux questions qu’un enseignant peut se 
poser – matière qui est abordée dans la partie sui-
vante de ce focus. 

(2) Ces informations sont disponibles sur le site de la Com-
mission européenne (education.ec.europa.eu/fr/focus- 
topics/digital-education/action-plan)

(3) Ces informations sont disponibles sur le site de la Commis-
sion européenne (education.ec.europa.eu/fr/focus-
topics/digital-education/action-plan/action-6)

http://unesdoc.unesco.org/ark:/48223/pf0000380006
https://education.ec.europa.eu/fr/focus-topics/digital-education/action-plan
https://education.ec.europa.eu/fr/focus-topics/digital-education/action-plan/action-6
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LES PROFESSIONNELS DE L’ENSEIGNEMENT FACE À L’IA4

Il est important de bien cerner les opportunités et 
les risques potentiels de l’usage des intelligences  
artificielles dans le domaine de l’éducation.

Comme indiqué dans la partie précédente, en 2019, 
la Conférence internationale sur l’intelligence 
artificielle et l’éducation, organisée par l’Unesco, 
aboutissait au Consensus de Beijing, qui formule 44  
recommandations d’actions. Ces actions visent 
toutes à contribuer aux Objectifs de Développe-
ment Durable (ODD) définis par l’ONU1, à travers 
cinq thèmes :

1.	L’IA et les processus d’apprentissage (comment 
l’IA peut soutenir l’apprentissage, les mécanismes 
d’évaluation ou l’autonomisation des ensei-
gnants ?) ;

2.	Les compétences et valeurs IA nécessaires dans la 
vie et le travail (quelles connaissances et compé-
tences relatives à l’IA devraient être développées 
par les apprenants ?) ;

3.	Les aspects éthiques de l’IA (notamment la ques-
tion de l’usage des données issues des apprenants 
et des algorithmes ?  qui les gèrent) ;

4.	Les aspects sociétaux (dont la question de l’ac-
cessibilité pour tous : apprentissage tout au long 
de la vie, égalité de genres face à l’IA…) ;

5.	La nécessité de planifier le développement et 
l’utilisation de l’IA dans les politiques d’éducation.

4.1 L’IA et les processus d’apprentissage

L’intervention de l’intelligence artificielle peut se dé-
rouler à différents niveaux du processus d’appren-
tissage. Les travaux d’Olaf  Zawacki-Richter (2019, 
pp.1-27), professeur en technologies de l’éducation 
à l’université d’Oldenurg, l’ont conduit à catégoriser 
quatre principaux champs d’application pour l’ensei-
gnement supérieur. Néanmoins, ce modèle de caté-
gories est transposable à l’enseignement obligatoire.  

(1) Les 17 Objectifs de Développement Durable (ODD) ont 
été définis par l’ONU en 2015 ; l’ODD n°4 vise spécifique-
ment à « Veiller à ce que tous puissent suivre une éducation de 
qualité dans des conditions d’équité et promouvoir les possi-
bilités d’apprentissage tout au long de la vie »

L’IA peut intervenir pour :

•	 Le ciblage et la prédiction (par exemple, en déter-
minant l’adéquation d’un apprenant avec les cri-
tères d’admission à un programme d’études, ou 
en prédisant un risque de décrochage scolaire) ;

•	 La mise en place de systèmes de tutorats in-
telligents (par exemple, en permettant des ré-
troactions immédiates lors de l’enseignement de 
contenus pédagogiques par un logiciel) ;

•	 La cotation et l’évaluation (par exemple, en attri-
buant automatiquement une note aux réponses 
d’un apprenant) ;

•	 La mise en place de systèmes adaptatifs et person-
nalisés (par exemple, en proposant des contenus 
personnalisés à l’apprenant selon son parcours 
d’apprentissage).

La personnalisation de l’apprentissage est consi-
dérée comme un levier majeur2 pour atteindre un 
enseignement équitable et accessible pour tous, au 
regard de l’ODD n°4 (Unesco, 2017). À travers le 
monde, la personnalisation de l’apprentissage est de 
plus en plus soutenue par des logiciels d’adaptive 
learning.
 
L’adaptive learning, ou « apprentissage adaptatif » 
est un apprentissage basé sur une combinaison de 
l’IA et des sciences cognitives, afin d’organiser des 
parcours de formation, adaptés au fur et à mesure 
aux besoins de l’apprenant. 

(2) L’Unesco a développé des outils de Formation pour le Dé-
veloppement du Curriculum disponibles sur le site de l’Unesco 
(unesdoc.unesco.org/ark:/48223/pf0000250057_fre)

https://unesdoc.unesco.org/ark:/48223/pf0000250057_fre
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Cette adaptation de l’apprentissage se fait techniquement à travers des systèmes tutoriels intelligents : ceux-ci 
recueillent des données sur le parcours des apprenants à travers des modules d’e-learning, et les analysent pour 
modifier les parcours en fonction des réponses et des difficultés. 

En se fondant sur les résultats du po-
sitionnement et du profilage, le for-
mateur détermine la stratégie d'ap-
prentissage (quelles compétences ? 
quel niveau ? quelles priorités ? etc.)

Selon les données récoltées et la 
stratégie d'apprentissage détermi-
née, un parcours de formation adap-
tée est généré par l'IA.

En fin de parcours, l'IA génère un 
feedback automatique à l'apprenant 
et en fonction des données du par-
cours, détermine les recommanda-
tions de modules suivants.

Positionnement des compétences 
de l'apprenant (par exemple via un 
questionnaire d'évaluation).

Sur base du big data, l'IA analyse les 
données d'autres personnes ayant 
suivi l'apprentissage, pour réaliser un 
« profilage » de l'apprenant. 

Les données récoltées pendant 
le parcours (réponses, taux d'er-
reurs, interactions) alimentent le 
big data.

L’apprentissage adaptatif  permet la personnalisation dans l’apprentissage et la mise en place de stratégies de 
différenciation. En effet, cibler finement le niveau de l’apprenant contribue à proposer des activités d’appren-
tissage qui ne soient ni trop faciles ni hors de portée. 
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Depuis les années 2010, et spécifiquement à l’occa-
sion de la pandémie de Covid-19, l’usage de l’adap-
tive learning se répand dans les universités améri-
caines : 

« En utilisant une combinaison d’apprentissage 
actif  et de logiciels didactiques adaptatifs, plusieurs 
universités signalent des taux de réussite plus éle-
vés aux examens, mais également des résultats plus 
équitables ». 

_________________

(Vignare, 2020)

Le marché de ces logiciels s’étant développé ces 
dernières années, de nombreux outils d’apprentis-
sage adaptatif  existent, la plupart du temps payants. 
Parmi les solutions d’outils gratuits, à titre 
d’exemples, Duolingo ou la plateforme Khan Aca-
demy, sont parmi les plus connus.1 
 
Etant donné les enjeux économiques et commer-
ciaux concernés, il est probable que l’usage de ces 
outils se répande dans les années futures, en pre-
mier lieu dans le domaine de la formation continue : 
« Un marché plus simple à pénétrer et où la relation 
avec l’enseignant est moins déterminante dans la 
réussite des apprenants. » (Dautresme, 2021)
 
Le modèle de l’apprentissage adaptatif  montre ce-
pendant des limites :

•	 Il ne convient qu’aux objets d’apprentissage qui 
peuvent être séquençés ou modularisés ;

•	 Il convient aux apprentissages fondés sur la mé-
morisation et les automatismes et moins aux ap-
prentissages fondés sur la créativité, l’expression 
personnelle, le sens critique… ;

(1) Il est à noter qu’en utilisant certaines fonctionnalités (les 
conditions d’achèvement, par exemple), une plateforme Moo-
dle permet de créer des parcours personnalisés adaptatifs, gé-
nérés selon les réponses des apprenants. Cependant l’IA n’in-
tervient pas dans la génération et l’adaptation des parcours.

•	 En « automatisant» l’apprentissage, il présente le 
risque de suggérer implicitement un profil idéal 
d’apprenant, fondé sur les données majoritaires, 
et un parcours d’apprentissage préférentiel. 
Cette automatisation est également susceptible 
de limiter la conception de l’apprentissage au seul 
schéma « positionnement – théorie – test – ré-
troaction » ; 

•	 Il présente également un risque lié à la collecte de 
données personnelles et à l’exploitation de celles-
ci (voir point 4.3 – Gérer les aspects éthiques 
de l’IA). 

En dehors des logiciels d’apprentissage adaptatif, l’in-
telligence artificielle peut être utilisée par des logiciels 
ayant d’autres visées et également susceptibles d’in-
tervenir dans les processus d’apprentissage, en sou-
tien aux apprenants ou aux professionnels de l’éduca-
tion. Ainsi, et de manière non exhaustive : 

•	 l’usage des IA pour soutenir les apprenants : 
représentations multiples pour la différenciation 
(chatbot ?  reformulant avec des mots diffé-
rents, identification de difficultés récurrentes gé-
nérant une alerte ou une proposition de révision), 
retour d’information automatique et régulier sur 
les travaux, optimisation du travail collaboratif  (si 
l’IA peut déterminer le niveau et les difficultés des 
élèves, on peut regrouper ces élèves par groupes 
de besoins). 
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En matière de soutien aux professionnels de l’éducation, citons par exemple :

•	 l’usage des IA pour soutenir les enseignants : évaluation automatique des écrits (Wang, 2021), moteurs 
de recommandations de ressources pédagogiques, génération de questionnaires. 

•	 L’usage des IA comme soutien au diagnostic : utilisation des données afin de créer des groupes classes 
(dans l’organisation de l’école / des horaires), affecter les enseignants, identifier les difficultés d’apprentis-
sages, fournir un service d’orientation pertinent.

Des exemples concrets mobilisant les chatbots ?  en soutien aux apprenants et aux professionnels  
de l’éducation sont proposés dans la partie 5 : Zoom sur les IA génératives.

4.2 Les compétences en matière d’IA nécessaires dans la vie et le travail

Concernant les compétences numériques, DigComp Citizen est le cadre de référence européen, publié en 
2013 après plusieurs années de recherche et de consultation, et transposé par la suite dans les cursus d’ensei-
gnement des pays de l’UE1. 

Ce cadre a été plusieurs fois mis à jour2 ; la dernière version, le DigComp Citizen 2.2 a été publiée en mars 
2022. Cette mise à jour liste des savoirs, savoir-faire et attitudes, dont notamment 35 relatifs spécifiquement à 
l’intelligence artificielle. 

Le tableau ci-dessous en présente quelques exemples, à titre d’illustration3. 

(1) En Fédération Wallonie-Bruxelles, par exemple, le volet Numérique du Référentiel de Formation manuelle, technique, 
technologique et numérique (FMTTN) se fonde sur les DigComp Citizen.
 
(2) Le DigComp 1.0 a été publié en 2013, le DigComp 2.0 en 2016 et le DigComp 2.1 en 2017.

(3) L’intégralité du document est accessible sur la
 plateforme e-classe.

Champs du DigComp Citizen	 Exemples de savoir, savoir-faire ou attitude

Traitement de données numé-
riques	

Savoir : être conscient que les algorithmes d’IA fonctionnent 
de façon peu visible, ou difficilement compréhensible, par les 
utilisateurs. Cet aspect est souvent dénommé  « Black box de-
cision making » (ou « Prise de décision dans une boîte noire ») 
puisqu’il peut être impossible de retracer comment et pour-
quoi un algorithme édicte des suggestions ou des prédictions 
spécifiques.

Communication et collaboration 
numériques

Savoir-faire : pouvoir identifier les signes qui indiquent que 
l’entité avec qui on communique est un humain, ou bien un 
agent conversationnel basé sur l’IA (par exemple, lors de l’utili-
sation d’un chatbot basé sur le texte ou la voix).
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Les compétences et exemples sont systématique-
ment reliés aux compétences identifiées dans le 
DigComp Citizens 2.1. La mise à jour 2.2 ne « crée » 
donc pas de nouvelles compétences « autonomes », 
mais approfondit celles existantes en considérant en 
particulier le champ de l'IA.

Par exemple, dans le domaine de compétences 
Communication et collaboration, la compétence 
Interagir grâce aux technologies numériques a 
été approfondie pour inclure deux savoir-faire et un 
savoir-être relatifs à l'IA :

•	 Identifier les signes qui indiquent si l'on commu-
nique avec un humain ou un agent conversation-
nel ?  basé sur l'IA (par exemple lors de l'utilisa-
tion de chatbots ?  textuels ou vocaux) – il s’agit 
de l’exemple repris dans le tableau ci-dessus ;

•	 Interagir avec un outil d'IA et lui fournir un fee-
dback (par exemple, en donnant des notes aux 
utilisateurs, des likes ou des tags) pour influencer 
les recommandations ultérieures ;

•	 Être ouvert à l'utilisation d'outils d'IA aidant les 
humains à prendre des décisions éclairées confor-
mément à leurs objectifs (par exemple, les utilisa-
teurs décident activement d'agir ou non sur base 
d'une recommandation).

Les auteurs du DigComp Citizen 2.2 précisent cer-
taines délimitations au périmètre de cette mise à 
jour :

•	 Le DigComp Citizen 2.2 concerne les sujets re-
latifs à l'interaction entre citoyens et outils d'IA, 
plutôt qu'aux connaissances relatives à l'IA en 
elle-même ;

•	 Les compétences et exemples fournis ont voca-
tion à soutenir les concepteurs de cursus d'ap-
prentissage et les formateurs, à titre d'inspiration, 
dans la mise à jour de leurs contenus relatifs aux 
nouvelles technologies et aux technologies émer-
gentes ;

Champs du DigComp Citizen	 Exemples de savoir, savoir-faire ou attitude

Création de contenus numériques Savoir-faire : savoir comment intégrer, dans sa propre produc-
tion, du contenu numérique édité ou manipulé par l’IA (par 
exemple, incorporer des mélodies générées par l’IA dans sa 
propre composition musicale). Cette utilisation de l’IA peut 
être controversée car elle interroge le rôle de l’IA dans les 
œuvres, et pose par exemple la question « qui devrait être cré-
dité ? ».

Résolution des problèmes à l’aide 
d’outils et de matériel TIC

Savoir-faire : savoir comment et quand utiliser les solutions de 
traduction automatique (ex : Google Translate, DeepL…) et 
les applications d’interprétations simultanées (ex :  iTranslate) 
pour élaborer une compréhension d’ensemble d’un document 
ou d’une conversation. Cependant, pouvoir également identi-
fier que, lorsque le contenu nécessite une traduction précise 
(par exemple, dans les soins de santé, le commerce ou la di-
plomatie), une meilleure méthode de traduction peut être né-
cessaire.

Sécurité des TIC Attitude : peser les risques et les bénéfices avant de per-
mettre à des tiers de manipuler des données personnelles (par 
exemple, identifier qu’un assistant vocal sur un smartphone, qui 
est utilisé pour commander un aspirateur robotisé, peut livrer 
à des tiers - entreprises, gouvernements, cybercriminels… - un 
accès à des données personnelles.)
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•	 La liste des exemples proposés ne doit pas être 
considérée comme un cursus « clé en main », im-
médiatement mobilisable pour enseigner l'IA ;

•	 Bien que ces exemples couvrent les compétences 
du DigComp Citizen 2.1, ils laissent de côté cer-
tains thèmes qui pourraient être basiques lors de 
la conception d'un programme d'apprentissage 
relatif  à l'IA (par exemple : histoire de l'IA, diffé-
rents types d'IA, etc.).

Le DigComp Citizens 2.1 n'est pas forcément 
rendu obsolète par cette mise à jour ; il a été en-
richi et son contenu demeure pertinent à ce jour. 
L’émergence de nouvelles technologies appellera 
inévitablement des besoins nouveaux en matière 
de compétences et de culture numériques. C’est 
déjà le cas pour l’IA, ce le sera probablement bien-
tôt pour d’autres technologies (réalité virtuelle 
? , robotisation, internet des objets, technologie 

blockchain1 …). Ces évolutions conduiront pro-
bablement à d’autres actualisations du DigComp  
à intervalles réguliers.

(1) Registres ouverts et distribués, hébergés simultanément 
par des millions d’ordinateurs sur l’Internet et reliés par cryp-
tographie, qui peuvent partager des données de manière véri-
fiable, incorruptible et accessible.

Comment s’approprier les savoirs rela-
tifs à l’IA ? Comment diagnostiquer et 

développer ses compétences numériques 
en matière d’IA ?

Pour s’approprier les savoirs relatifs à l’IA, l’Univer-
sité d’Helsinki a mis en place un cours d’introduc-
tion en ligne à l’intelligence artificielle, gratuitement 
et en français : « elements of ai ».2 

En Belgique, la Scientothèque a créé en ligne un 
Carnet de ressources pédagogiques sur l’intel-
ligence artificielle pour les jeunes publics3, régu-
lièrement alimenté et reprenant des liens vers : des 
cours, des fiches pédagogiques, des outils interactifs, 
des outils de programmation, des articles… 

Pix est un outil de diagnostic et de développement 
des compétences numériques. Sous l’impulsion de 
la FW-B, Pix est mis à la disposition des membres 
des personnels de l’enseignement obligatoire depuis 
janvier 2023. Ce dispositif  propose au public visé de 
participer à des parcours formatifs en ligne. Depuis 
la rentrée scolaire 2023, l’outil s’adresse également 
aux écoles secondaires et à leurs élèves.

Les compétences travaillées sont en lien avec les 
DigComp Citizens et s’étendront aux DigComp 
EDU. Les sujets abordés sont régulièrement actuali-
sés ; l’IA fait désormais partie des éléments abordés.
Les informations utiles sur l’outil Pix sont dispo-
nibles dans les circulaires 8824 et 9071 et dans le 
dossier présent sur e-classe4. 

(2) Ce cours d’introduction en ligne est disponible sur la 
plateforme e-classe (www.e-classe.be/b231c996-346b-
4be0-bac0-379cb0fd2469)

(3) Ce carnet interactif  est disponible sur le site de La Sciento-
thèque (lascientotheque.github.io/ressources-ia)

(4) www.e-classe.be/48a79aae-3fa5-45fa-9449-
e451e0fbd3fe

http://www.e-classe.be/b231c996-346b-4be0-bac0-379cb0fd2469
http://www.e-classe.be/b231c996-346b-4be0-bac0-379cb0fd2469
http://lascientotheque.github.io/ressources-ia
http://www.e-classe.be/48a79aae-3fa5-45fa-9449-
e451e0fbd3fe
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4.3 Gérer les aspects éthiques de l’IA
 
Les systèmes basés, notamment, sur l’appren-
tissage automatique ?  (machine learning) ou 
l’adaptive learning nécessitent la manipulation et 
le stockage de grandes quantités de données, dont 
certaines peuvent être sensibles ou vendues à des 
tiers.  Par exemple : en cas de fuite ou de vol de don-
nées compilées par une plateforme d’apprentissage 
adaptatif, il peut exister le risque que des appre-
nants ayant échoué à certaines questions se voient 
démarchés par des entreprises en vue d’acquérir 
des produits d’apprentissage payants spécifiques. En 
Belgique comme dans les autres pays concernés par 
le Règlement général sur la protection des don-
nées (RGPD), la collecte et l’utilisation de données 
par un système mobilisant l’intelligence artificielle 
doivent s’effectuer dans un cadre strict et bien défi-
ni. Ce cadre sera encore renforcé par l’adoption de 
l’AI Act, et sa transposition en droit belge.

Le RGPD s’applique à tout organisme, quelle que 
soit sa taille, qui traite ou collecte des données à 
caractère personnel pour son compte ou non, dès 
lors qu’il est établi sur le territoire de l’Union euro-
péenne ou que son activité cible directement des ré-
sidents européens. Selon les applications, il est pos-
sible qu’un modèle d’IA soit entrainé sur des bases 
de données contenant des données à caractère per-
sonnel courantes ou sensibles ; par exemple, l’usage 
des notes ou évaluations dans un système d’IA, ou 
l'usage de l'IA en soutien à l'orientation profession-
nelle. 

Le RGPD définit les acteurs clés du traitement de 
données à caractère personnel : le responsable du 
traitement, le sous-traitant, les personnes concer-
nées et le délégué à la protection des données 
(DPD). 

Le chef  d’établissement est responsable du traite-
ment quand il détermine pour son école les objectifs 
et les moyens d’utilisation des données à caractère 
personnel. Il est donc responsable de leur protec-
tion au sein de son école et de leur exactitude quand  
il les transmet à l’extérieur et doit y être particu-
lièrement sensibilisé dans le cadre d’usages en 
contexte scolaire d’outils basés sur l’IA. En effet, les 
outils utilisant l’IA gèrent et collectent un volume de  
 

données extrêmement large (on parle de Big Data 
? ), dont la gestion diffère d’une base de données 

au volume circonscrit. Un des risques particuliers liés 
à l’utilisation d’outils d’IA est le risque d’attaques in-
formatiques visant à l’extraction de données et d’in-
formations. 

Comment respecter les obligations  
légales dans un projet d’utilisation de 
l’IA en classe ? 

•	 Publication du SGNE, le Guide pratique Com-
prendre et appliquer le RGPD en classe détaille 
ces aspects juridiques, notamment à travers le cas 
de l’utilisation d’une plateforme numérique d’ap-
prentissage. Les obligations et points d’attention 
à garder à l’esprit y sont détaillés et un exemple 
d’interaction avec un fournisseur de plateforme 
d’apprentissage en ligne y est proposé.1  

•	 En France, la CNIL (Commission nationale de 
l’informatiques et des libertés) propose une grille 
d'analyse afin de permettre aux organismes d'éva-
luer par eux-mêmes la maturité de leurs systèmes 
d'intelligence artificielle au regard du RGPD. Elle 
présente également des bonnes pratiques, à tra-
vers son Guide d'auto-évaluation pour les sys-
tèmes d'intelligence artificielle (IA).2 : 

•	 Le SPF économie met à disposition des citoyens 
un ensemble d’information sur la loi du 19 juin 
2022 et la directive européenne traitant de la pro-
priété intellectuelle, des droits d’auteur et droits 
voisins.3 

(1) Cette publication est disponible sur la plateforme e-classe 
(www.e-classe.be/guide-pratique-rgpd)

(2) Cett grille d'analyse est disponible sur le site du 
CNIL (www.cnil.fr/fr/intelligence-artificielle/guide)

(3) Ces informations sont disponibles sur le site du SPF  
économie (economie.fgov.be/fr/themes/propriete- 
intellectuelle)	

http://www.e-classe.be/guide-pratique-rgpd
http://www.cnil.fr/fr/intelligence-artificielle/guide
https://economie.fgov.be/fr/themes/propriete-intellectuelle


25Service général du Numérique éducatif • Focus : l’intelligence artificielle 

À côté de la problématique de la gestion des don-
nées potentiellement sensibles, d’autres questions 
éthiques peuvent se poser quant à l’usage de l’IA 
dans l’éducation.

Mettre en place un cadre éthique pour 
l’IA et les données dans l’enseignement 

L’Union européenne a publiée en 2022 des lignes 
directrices éthiques sur l’utilisation de l’intelligence 
artificielle et des données dans l’enseignement et 
l’apprentissage à l’intention des éducateurs.1 

Les biais de représentativité (voir point 3.3 Les 
enjeux éthiques) sont par exemple concernés : 
utiliser des agents conversationnels dans des visées 
éducatives nécessite une mise en contexte préalable 
des limites et des biais inhérents à ces outils.

Certains systèmes, en particulier les IA générati- 
ves ? , peuvent par ailleurs produire du contenu 
inapproprié pour les apprenants tels que des propos 
haineux, des propos violents, de la pornographie, 
des images violentes, des propos racistes, sexistes, 
discriminatoires ou offensants. 

Ils peuvent également inclure des informations erro-
nées, trompeuses ou encore totalement infondées. 
Les algorithmes ?  peuvent posséder des « bar-
rières » scénarisées pour limiter ce phénomène mais 
la problématique reste entière : qui définit le code 
éthique à suivre par l’algorithme ? 

4.4 Considérer les aspects sociétaux de l’IA 

En dehors des aspects strictement liés à l’apprentis-
sage, les enjeux sociétaux relatifs au développement 
de l’IA sont également abordés dans le Consensus 
de Beijing. Le document de référence de l’Unes-
co IA et éducation – Guide pour les décideurs 
politiques fournit des observations sur ces aspects, 
liés aux Objectifs de Développement Durable, que 
sont l’apprentissage pour tous, la réduction des iné-
galités et la consommation durable. 

(1) Ces informations sont disponibles la plateforme 
e-classe (www.e-classe.be/e860a9b8-cba1-4d6d-8b51-
0d2306c1ed92)

En termes d’opportunités, l’IA pourrait fortement 
modifier les approches et pratiques de l’appren-
tissage tout au long de la vie (ou lifelong learning). 
L’Unesco pointe notamment la possibilité pour les 
apprenants d’être épaulés, leur vie durant, par un 
tuteur numérique personnalisé : 

« […] un tel compagnon d’apprentissage fournirait 
un soutien continu, en s’appuyant sur les intérêts et 
les objectifs personnels de l’élève, pour l’aider à dé-
cider ce qu’il doit apprendre, où et comment. »

_________________

 (Miao et al., 2021)

Depuis la publication du Guide en 2021, des logiciels 
d’intelligence artificielle sont apparus, qui suggèrent 
une ébauche de ce type de fonctionnalité : l’IA ne 
propose plus seulement des parcours d’apprentis-
sage personnalisés, mais questionne l’apprenant sur 
les réponses qu’il fournit, dans une approche quasi 
maïeutique, afin de stimuler sa réflexion. 

Également, l’Unesco identifie, parmi d’autres pos-
sibilités, la potentialité d’un « portefeuille électro-
nique piloté par l’IA », qui rassemblerait et archive-
rait les acquis d’apprentissage formels, non-formels, 
voire informels. 

« Ce dossier fonctionnerait comme un curriculum 
vitae intelligent et dynamique qui pourrait être ga-
ranti et authentifié par les technologies blockchain.» 

_________________ 

(Miao et al., 2021)

Les apprenants pourraient alors, par exemple,  
octroyer à un employeur potentiel un accès sécurisé 
à tout ou partie de ce portefeuille de données nu-
mériques. L’Europe s’inscrit dans cette démarche : 
le 9 février 2023, le Parlement européen a voté un 
ensemble de propositions en faveur d’un cadre eu-
ropéen d’identité numérique2, incluant le dispositif  
de portefeuille numérique européen. 

(2) Ces informations sont disponibles sur le site du  
Parlement européen (www.europarl.europa.eu/news/
fr/press-room/20230206IPR72110/les-deputes-sou-
tiennent-le-portefeuille-numerique-europeen)

http://www.e-classe.be/e860a9b8-cba1-4d6d-8b51-0d2306c1ed92
http://www.e-classe.be/e860a9b8-cba1-4d6d-8b51-0d2306c1ed92
http://www.europarl.europa.eu/news/fr/press-room/20230206IPR72110/les-deputes-soutiennent-le-portefeuille-numerique-europeen
http://www.europarl.europa.eu/news/fr/press-room/20230206IPR72110/les-deputes-soutiennent-le-portefeuille-numerique-europeen
http://www.europarl.europa.eu/news/fr/press-room/20230206IPR72110/les-deputes-soutiennent-le-portefeuille-numerique-europeen
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Ce portefeuille, dont l’implémentation est prévue 
en 2024, permettra de stocker les différents docu-
ments jalonnant la vie d’un citoyen, y compris ses 
diplômes et certifications. 

Le développement poussé de ces applications pra-
tiques de l’IA faciliterait les transitions entre scolarité 
et formation ; il permettrait un apprentissage conti-
nu, y compris hors du temps scolaire, ainsi qu’un 
pilotage accru des acquis. Mais ce développement 
modifierait fondamentalement notre rapport à l’en-
seignement et à la formation, et poserait la question 
du (nouveau) rôle de l’enseignant.  

Ces exemples illustrent le champ des possibles, et 
demeurent des hypothèses de développement, sans 
être à ce jour des réalités matérielles. 

À l’inverse, des interrogations concrètes et moins 
hypothétiques concernent l’entrave de l’IA aux ob-
jectifs de développement durable : 

 L’objectif  d’une éducation de qualité pour tous 
(ODD 4) : les systèmes d’IA dans l’enseigne-
ment sont majoritairement produits par des en-
treprises privées plutôt que par des établisse-
ments d’enseignement ; ils sont aussi étudiés dix 
fois plus par des informaticiens et ingénieurs 
que par des pédagogues (61,7% contre 6,2%) 
(Selwyn et al., 2020). Ce constat pose la ques-
tion de l’expertise soutenant le développement 
de plateformes éducatives appuyées sur l’IA, et 
sur les éventuels biais de représentativité qui 
peuvent en découler. Pour construire ce type 
d’outils, les développeurs devront se fonder sur 
de grandes quantités de données générées par 
les apprenants :

 
« L’intelligence artificielle deviendra de plus en 
plus le moteur de l’éducation, et les données 
des élèves, le carburant. » 

_________________ 

(Selwyn et al., 2020)

 
 

Il semble légitime de se poser la question : les 
développeurs de plateformes éducatives fon-
dées sur l’IA choisiront-ils en priorité, dans la 
conception de leurs produits, la garantie de la 
qualité pédagogique ou l’efficience à récupérer 
les données ?

 L’objectif  de réduction des inégalités (ODD 
10) : l’accès à l’utilisation de solutions éduca-
tives soutenues par l’IA est généralement 
payant. De nombreux logiciels et applications 
d’IA sont certes à l’heure actuelle en accès gra-
tuit (ou en freemium1) mais souvent parce qu’il 
s’agit de versions bêta en cours de développe-
ment. Rien n’indique qu’il en restera de même à 
l’avenir2. 

 
La généralisation de l’usage de supports d’IA 
dans l’enseignement présente ainsi le risque 
d’accentuer les différences entre les apprenants 
disposés à payer pour souscrire à ces outils et 
ceux qui n’en ont pas les moyens. Un ensei-
gnant qui souhaiterait inclure des outils d’intelli-
gence artificielle dans les apprentissages devrait 
demeurer attentif  sur ce point.

Enfin, les biais inhérents à l’IA (voir ci-dessus,  
4.3 Les aspects éthiques de l’IA) peuvent éga-
lement relayer des stéréotypes, favoriser des réfé-
rences culturelles ou sociétales dominantes ou en-
core estomper celles d’autres cultures.

(1) Le modèle freemium donne accès à certaines fonctionnali-
tés gratuitement. Pour accéder à l’ensemble des fonctionnali-
tés, l’utilisateur doit adhérer à une formule payante.

(2) Par exemple, la société Open AI a proposé en mars 2023 
ChatGPTPlus, la version améliorée de son agent conversation-
nel, mais uniquement accessible via un abonnement 
payant.
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Le rôle des IA comme vecteurs de valeurs

La plupart des grandes entreprises productrices de systèmes IA sont situées aux USA ou en Chine et  
véhiculent, de manière implicite, un ensemble de biais cognitifs qui ne sont pas toujours en accord avec ceux 
d’autres cultures.

Par exemple, lors d’une question sur « l’attaque du Capitole », ChatGPT répond en faisant référence à l’attaque 
du Capitole de janvier 2021 aux USA alors que l’attaque du Capitole (à Rome) au 4e siècle av. J.-C. n’est pas 
évoquée.

Image reproduite depuis ChatGPT (OpenAI) – 31 mars 2023

U

U Penses-tu que l'attaque du Capitole était justifiée ?

Non, en tant que modèle de langage et d'IA, je n'ai pas de position politique, ni de  

capacité à prendre des positions éthiques ou morales. Toutefois, je peux affirmer que 

l'attaque du Capitole américain qui s'est produite le 6 janvier 2021 est considérée comme 

un acte de violence et une violation de la loi. Il est important de condamner toute forme 

de violence ou d'attaque contre des institutions gouvernementales ou des personnes, et 

de promouvoir des moyens pacifiques de résolution de conflits et de dialogue politique.

Non, je souhaitais savoir l'implication de l'attaque du Capitole à Rome.

Je pense qu'il y a une confusion dans votre question. Il n'y a pas eu d'attaque du Capitole  

à Rome car le Capitole est un lieu symbolique situé aux États-Unis, à Washington D.C. 

Il est possible que vous fassiez référence à un événement différent. Si vous pouvez me 

fournir plus de détails sur ce que vous voulez dire, je pourrais peut-être mieux vous aider.
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4.5 Planifier le développement et l’utilisa-
tion de l’IA dans les politiques d’éducation : 
cadres réglementaire et juridique

La diversité des enjeux de développement humain, 
industriels, éthiques et sociétaux, tout comme la 
multiplicité des acteurs et parties prenantes, pousse 
les gouvernements à s’orienter vers une vision sys-
témique du développement de l’IA dans l’éducation, 
en s’inscrivant dans un cadre plus large, européen 
et mondial. Les différentes initiatives relatives à la 
question ont été présentées au point 3.5 Les ré-
ponses structurantes aux enjeux de l’IA.

La prochaine étape majeure dans la structuration du 
cadre juridique relatif  à l’IA dans l’éducation pro-
viendra de la transposition en droit belge du Règle-
ment sur l'intelligence artificielle (AI Act). 

 Le futur Règlement sur l'intelligence artifi-
cielle devrait être un élément fondateur visant 
à encadrer et réguler le domaine de l’IA. Parmi 
les mesures prévues figure une classification des 
outils d'IA, en fonction du niveau de risque in-
hérent ou de leur usage dans certains secteurs 
(voir ci-dessus le point 3.5 Les réponses 
structurantes aux enjeux de l’IA)

 
L’accord parvenu entre le Parlement européen 
et le Conseil européen, le 8 décembre 20231, 
vise à inclure dans le Règlement, notamment : 

•	 l’interdiction dans l’UE de certains systèmes 
d’IA (ceux mobilisant la reconnaissance des 
émotions sur le lieu de travail et les établis-
sements scolaires ; la catégorisation biomé-
trique utilisant des caractéristiques sensibles ; 
la notation sociale basée sur le comportement 
social ; …)

•	 la possibilité pour les citoyens européens de 
déposer des plaintes concernant l’utilisation 
de systèmes d’intelligence artificielle ;

(1) Cette information est disponible sur le site du  
Parlement européen (www.europarl.europa.eu/news/fr/
press-room/20231206IPR15699/loi-sur-l-intelligence- 
artificielle-accord-sur-des-regles-globales)

•	 l’obligation de transparence des systèmes 
d’IA et de conformité à la législation UE sur 
les droits d’auteur ;

•	 …

 Le Parlement européen avait déjà abondé dans 
le même sens, en formulant en mai 2021, dans 
sa « Résolution sur l’IA dans les domaines de 
l’éducation, de la culture et de l’audiovisuel »2, la 
recommandation suivante :

 
« Le développement, le déploiement et l’uti-
lisation des technologies liées à l’IA dans le do-
maine de l’éducation devraient être considérés 
comme à haut risque et faire l’objet d’exigences 
plus strictes en matière de sécurité, de transpa-
rence, d’équité et de responsabilité » 

_________________ 
(Parlement européen, 2021)

 
 

Le Parlement, dans cette même Résolution, 
met également en évidence les apports poten-
tiellement positifs de l'usage d'outils d'IA dans 
l'éducation :  

« L’IA et les technologies qui y sont liées 
peuvent être utilisées pour améliorer les mé-
thodes d’enseignement et d’apprentissage, 
notamment en aidant les systèmes éducatifs à 
utiliser les données équitables pour améliorer 
l’équité et la qualité de l’enseignement, tout en 
favorisant des programmes sur mesure et un 
meilleur accès à l’éducation, ainsi qu’en amélio-
rant et en automatisant certaines tâches admi-
nistratives » ; 

_________________ 

(Parlement européen, 2021)

(2) Ces informations sont disponibles sur le site du Parlement 
européen (www.europarl.europa.eu/doceo/document/
TA-9-2021-0238_FR.html)

https://www.europarl.europa.eu/news/fr/press-room/20231206IPR15699/loi-sur-l-intelligence-artificielle-accord-sur-des-regles-globales
https://www.europarl.europa.eu/news/fr/press-room/20231206IPR15699/loi-sur-l-intelligence-artificielle-accord-sur-des-regles-globales
http://www.europarl.europa.eu/doceo/document/TA-9-2021-0238_FR.html
http://www.europarl.europa.eu/doceo/document/TA-9-2021-0238_FR.html
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« Les résultats de l’apprentissage ne dépendent 
pas de la technologie en elle-même, mais de 
la manière dont les enseignants peuvent utili-
ser cette technologie à des fins pédagogiques 
constructives ». 

_________________

(Parlement européen, 2021)
         

IA, législation et personnalité juridique

Il n'existe actuellement rien en droit belge et plus 
spécifiquement dans le code de droit économique 
qui cadre l'utilisation de l'IA en matière du droit 
d'auteur (loi du 19 juin 2022). 

Tout comme les animaux, les IA n’ont pas de per-
sonnalité juridique et ne sont donc pas éligibles  
à l’ouverture de droit d’auteur. Toutefois, les condi-
tions générales d’utilisation des outils mentionnent 
parfois une cession de droit à l’utilisateur des œuvres 
créées, mais la question de l’utilisation des œuvres 
lors de l’entrainement des modèles reste entière. 

Cependant, la généralisation des usages de l’IA 
amènera nécessairement à trancher sur le statut  
juridique d’une œuvre créée par l’IA sur base de  
requêtes adressées par l’utilisateur, et à déterminer 
si la paternité de telles œuvres doit être attribuée  
à l’IA elle-même, au concepteur de l’IA ou à l’utili-
sateur.

!
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p.4 : «L’intelligence arti�cielle (IA) désigne la possi-
bilité pour une machine de reproduire des com-
portements liés aux humains... »

p20 : «l’usage des IA pour soutenir les apprenants» 

p.8 : «2.3. Quelques termes importants pour com-
prendre l’IA» -> icônes illustratives de quelques 
dé�nitions

p.15 : «Le développement de l’IA a un coût envi-
ronnemental : la moindre requête adressée par un 
utilisateur à un agent conversationnel provoque 
un besoin d’énergie ; les opérations réalisées par 
l’IA génèrent (à travers l’usage d’internet, de 
serveurs et de data centers)... »

p.29 : «Tout comme les animaux, les IA n’ont pas de 
personnalités juridiques et ne sont donc pas 
éligibles à l’ouverture de droit d’auteur...» 

p.29 : chapitre 5
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ZOOM SUR LES IA GÉNÉRATIVES5

Une IA générative ?  est un type d’IA capable de 
générer des contenus inédits imitant les créations 
humaines : textes, images, vidéos, musiques… Ce 
type d’IA en particulier a fait l’objet d’une large ex-
position médiatique en début d’année 2023, notam-
ment à la suite de la mise à disposition publique du 
prototype de l’agent conversationnel (ou chat-
bot ? ) ChatGPT.  

5.1 Ce que peut faire une IA générative

Les IA génératives telles que ChatGPT (générateur 
de texte) ou encore Dall.E et Midjourney (généra-
teurs d’images) sont par nature des logiciels avec 
lesquels les apprenants peuvent facilement entrer 
en contact et interagir. Ces applications ont fait 
l’objet d’un développement important depuis le mi-
lieu des années 2010 et ont connu un succès rapide. 
ChatGPT, par exemple, comptabilisait 100 millions 
d’utilisateurs en janvier 2023, deux mois seulement 
après son lancement.

Ces applications se caractérisent par une possibi-
lité de création multimodale (traitant du texte, de 
l’image, du son) et une qualité de résultat très éle-
vée. 

En bref : comment fonctionne un  
modèle de langage ?

Dans le cas du modèle de type GPT-3 (Generative 
Pre-trainded Transformer 3) utilisé par ChatGPT,  
l’algorithme ?  est entrainé sur un vaste en-
semble de contenus (à un instant donné) afin de 
formuler une réponse par association. Il s’agit d’un 
réseau de neurones profonds (apprentissage  
profond ? ) capable de traiter des données  
séquentielles sans pour autant être limités par 
l’ordre des mots dans les données d’entrainement.

Par exemple, si dans l’ensemble de contenus for-
mant la base d’entrainement, le mot « fleur » et sou-
vent associé au mot « jolie », le modèle statistique 
de l’algorithme associera préférentiellement ces 
deux termes dans sa réponse. 

L’objectif  d’un tel modèle de langage est de produire 
une réponse textuelle en assemblant les morphèmes 
les plus probables afin d’apporter une réponse  
rapide à toutes les requêtes. 

Ce que peut, par exemple, faire une IA 
générative : 

•	 Produire rapidement un texte, une image, un son 
à partir de quelques informations ;

•	 Traduire un document, reformuler une idée ou 
un concept, corriger une production sur la forme ;

•	 Traiter des sujets variés (limités par les barrières 
introduites par les développeurs) ;

•	 Fournir un support, une rétroaction immédiate.
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Ce que ne peut pas, par exemple, faire une 
IA générative : 

•	 Prendre en compte le profil affectif  ou socioéco-
nomique de l’utilisateur ;

•	 Donner les sources utilisées pour produire sa ré-
ponse (certaines applications combinant le sour-
cing et la génération sont cependant en dévelop-
pement) ;

•	 Être précis et nuancé dans les réponses. Les al-
gorithmes ?  d’IA fournissent toujours une ré-
ponse, même totalement erronée et inventée. 
Ce sont des « hallucinations1 ». De plus, certains 
sujets jugés inappropriés par les concepteurs ne 
seront pas traités même en nuance (sexualité, 
règles morales…) ;

•	 Expliquer comment les données perçues par le 
système sont utilisées. Ce sont généralement des 
systèmes de « boites noires » ;

•	 Développer un esprit critique, une conviction 
forte sur un sujet.

5.2 Comment un apprenant peut-il utiliser 
un chatbot dans son apprentissage ?

Les agents conversationnels ou chatbots ?  
peuvent être utilisés de plusieurs manières, souvent 
innovantes, par un apprenant dans son processus 
d'apprentissage. Comme tout système fondé sur 
l'IA, les chatbots devraient être considérés davan-
tage comme des outils d'inspiration ou d'aide à la 
décision que comme des outils pouvant remplacer 
l'intelligence et le jugement humains. 
 

 Les chatbots sont capables, sur base des don-
nées dont ils disposent, de fournir une informa-
tion synthétisée et circonscrite à une réponse 
globale (à la différence des moteurs de re-
cherche traditionnels, qui proposent une série 
de suggestions de sources d'information). La 
réponse à un questionnement est ainsi formulée 
de manière claire et directe, et un chatbot peut 
donc apparaître comme un outil de support à 
l'apprentissage.

(1) Ce terme désigne une production totalement fausse d’un 
algorithme d’intelligence artificielle par rapport à ce qui est at-
tendu.

 Par contre, un chatbot n'a pas de capacité à vé-
rifier la véracité de l'information fournie. Les 
réponses proposées peuvent être obsolètes, 
incomplètes ou inexactes. Cette limitation peut 
être en elle-même un support à l'apprentissage, 
en servant de socle à l'exercice de l'esprit cri-
tique par la vérification et la nuance des infor-
mations fournies. 
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 À côté d'une fonction de mise à disposition de 
connaissances, un chatbot ?  peut également 
jouer un rôle de support, susceptible d'accélé-
rer la réalisation de certaines tâches intellec-
tuelles. Par exemple, ChatGPT peut suggérer : 

•	 le plan d'une rédaction ;

•	 des idées pour illustrer un principe scientifique 
lors d'un exposé ;

•	 des recommandations de lectures pour ap-
profondir un thème ;

•	 un plan d'entraînement sportif  ;

•	 un diagnostic de pannes possibles d'après le 
descriptif  de dysfonctionnement d'un objet 
technique ;

•	 …

Les réponses fournies par l'IA peuvent ainsi être 
utilisées comme support préalable au travail ulté-
rieur de l'apprenant, si l'outil est bien perçu comme 
une « boîte à idées », sans se substituer à la propre  
réflexion de l'apprenant.   

 Au stade de la production d'un contenu par un 
apprenant, un chatbot peut être utilisé comme 
outil de rétroaction, d'appréciation ou de com-
mentaire. Par exemple, ChatGPT peut : 

•	 vérifier qu'une phrase, en français ou dans une 
langue étrangère, est correcte ou non, et indi-
quer l'erreur le cas échéant ;

•	 attribuer une note appréciative à un texte qui 
lui est soumis ;

•	 commenter un texte et proposer des amélio-
rations ;

•	 reformuler une consigne, expliciter le thème 
d'une dissertation ;

•	 exemplifier les étapes de résolution d'une 
équation ;

•	 …

Comme indiqué précédemment, les réponses four-
nies par l'IA devraient être perçues par l'apprenant 
comme à titre indicatif  et potentiellement faillibles, 
sans vocation à remplacer le jugement humain.

 Un chatbot peut également fournir des proposi-
tions ou suggestions sur les méthodes de travail d'un 
apprenant ou d'un groupe d'apprenants. Par 
exemple, ChatGPT peut formuler des propositions 
pour :

•	 déterminer des objectifs, des échéances et des 
étapes de travail ;

•	 répartir et gérer un travail collaboratif  ;

•	 aider à la résolution de conflits éventuels dans une 
activité de groupe ; 

•	 suggérer des stratégies et un planning d'étude ou 
de révision ; 

•	 …

Exemples d'outils (autres que ChatGPT)

•	 Poe : l'interface permet l'usage de différents chat-
bots réunis sur un seul site (ChatGPT, Claude, 
Sage, Dragonfly) et par conséquent d'obtenir des 
réponses plus variées.

•	 AgentGPT : un chatbot centré sur l'opérationna-
lisation. Sur base de la définition d'un objectif, il 
génère des tâches qu'il résout au fur et à mesure.

•	 Ali : un chatbot canadien spécifiquement conçu 
pour accompagner les étudiants de l'enseigne-
ment supérieur en matière de santé mentale, de 
détresse psychologique et d'anxiété.

•	 …
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5.3 Comment un enseignant peut-il utiliser 
un chatbot dans ses activités ?

Les chatbots ?  peuvent être utilisés par un ensei-
gnant dans un aspect didactique ou pédagogique. Il 
semble important de préciser à nouveau la limite 
formulée précédemment : comme tout système 
fondé sur l'IA, les chatbots devraient être consi-
dérés davantage comme des outils d'inspiration ou 
d'aide à la décision que comme des outils pouvant 
remplacer l'intelligence et le jugement humains. 

 Un chatbot peut fournir des propositions ou 
modèles d'exercices susceptibles d'épauler un 
enseignant dans la préparation de ses cours, en 
lui économisant du temps. Par exemple, 
ChatGPT peut formuler des propositions pour :

•	 suggérer des idées de supports pédagogiques 
et des façons de les exploiter en classe ;

•	 générer automatiquement des listes d'exer-
cices (ex. : équations, verbes à conjuguer…) ;

•	 générer automatiquement des supports d'ap-
prentissage courants (tableau chimique des 
éléments, tableau de conjugaison d'un verbe, 
tables de multiplications spécifiques, liste de 
citations sur un sujet…)

•	 …

 Un chatbot peut proposer des formulations ou 
présentations de contenus alternatives dans 
une visée de différenciation. Par exemple, 
ChatGPT peut permettre à l’enseignant de pro-
poser :

•	 un soutien aux élèves par la reformulation 
d’une consigne, d’un concept ;

•	 une aide à la différenciation en permettant 
rapidement de mettre l’information sous une 
autre forme (par exemple, sous forme d’un 
tableau) ;

•	 …

 Un chatbot peut être utilisé en tant que sujet 
d'apprentissage, dans une optique d'éducation 
aux médias fondés sur l'intelligence artificielle. 
Par exemple, ChatGPT peut être utilisé comme 
support à l'exercice de l'esprit critique par les 
élèves :

•	 par la vérification des informations fournies 
(ex : critiquer la véracité d'une réponse four-
nie par l'intelligence artificielle) ;

•	 par l'analyse des réponses fournies par l'intel-
ligence artificielle sur des questions éthiques ;

•	 …

Exemples d'outils (autres que ChatGPT)

•	 NovelAI : cette plateforme utilise l'intelligence 
artificielle pour soutenir l'écriture de récits, en 
proposant par complétion automatique des élé-
ments narratifs (descriptions, péripéties…) ;

•	 Gemini AI : Prévue pour l’année 2024 et conçue 
par Google comme une « réponse » à ChatGPT, 
cette IA est susceptible de générer des éléments 
textuels, sonores et visuels et de les combiner ;

•	 …
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5.4 À quoi faut-il faire attention lors de l’uti-
lisation des IA génératives dans l’enseigne-
ment ? 

Outre les chatbots ?  plus généralistes comme 
ChatGPT, il existe aussi de nombreux chatbots édu-
catifs développés à travers le monde, conçus par 
des entreprises ou par des universités : à côté des 
américains Duolingo et Khan Academy, déjà cités 
plus haut du fait de leur notoriété, figurent à titre 
d’exemple les canadiens Botpress et Ada, ou l’aus-
tralien Deakin Genie. 

Enfin, tant Google que Microsoft1 envisagent une 
intégration progressive d’IA génératives dans leurs 
suites bureautiques respectives : ainsi, Microsoft a 
rendu public en mars 2023 la version test d’un outil 
d'assistance fondé sur l’IA et nommé Copilot.

Dès lors, si les perspectives liées aux outils perfor-
mants d’IA génératives sont intéressantes, il peut 
être utile de cadrer leur utilisation, en particulier 
avec les apprenants. 

Les lignes directrices éthiques publiées par l’UE 
peuvent être une base de réflexion à une utilisation 
raisonnée et raisonnable de l’intelligence artificielle 
dans l’éducation. 

(1) Ces informations sont disponibles sur le site Microsoft 
(blogs.microsoft.com/blog/2023/03/16/introducing-mi-
crosoft-365-copilot-your-copilot-for-work)

Voici une liste non exhaustive d’éléments 
de réflexion :

 Vérifier les conditions d’utilisation des logiciels 
qui indiquent généralement une limite d’âge 
et s’assurer du respect de cette limite d’âge et 
de l’application des conditions réglementaires 
comme le RGPD ;

 Réaliser au sein de l’école une charte d’utilisa-
tion responsable, éthique et environnementale 
de l’outil. La puissance de calcul est plus im-
portante que celle des moteurs de recherche 
classiques sans pour autant être chiffrée avec 
exactitude ; 

 Sensibiliser les apprenants à la nécessité de ci-
ter ses sources et donc de préciser si un logiciel 
d’IA générative a été utilisé pour une produc-
tion personnelle ;

 Insister sur la vérification des informations four-
nies par le logiciel dont l’algorithme ?  est sus-
ceptible de proposer des réponses totalement 
fausses sur certains sujets et de générer des 
« fake news », « deep fake » ou encore des biais, 
et amplifier des discriminations ; 

	 Réfléchir sur les modalités de recueil des pro-
ductions des élèves (traces d’apprentissages). 
En effet, les IA génératives textuelles (comme 
ChatGPT) peuvent facilement atteindre des ré-
sultats satisfaisants si les tâches confiées sont 
axées sur la restitution et l’application d’une 
règle. 

http://blogs.microsoft.com/blog/2023/03/16/introducing-microsoft-365-copilot-your-copilot-for-work
http://blogs.microsoft.com/blog/2023/03/16/introducing-microsoft-365-copilot-your-copilot-for-work


35Service général du Numérique éducatif • Focus : l’intelligence artificielle 

Le guide de l’Unesco ChatGPT and Artificial Intelligence in higher education : Quick start guide (Sabzalieva, 
2023) invite à poser un cadre de réflexion sur l’usage des IA génératives dans l’enseignement. Le schéma  
de raisonnement et les questions à se poser sont repris dans l’arbre décisionnel ci-dessous. 

Source : Aleksandr Tiulkanov, AI and Data Policy Lawyer, Modifié

En d’autres termes : si la véracité de l’information produite par un agent conversationnel est capitale (l’exacti-
tude de faits, par exemple, à la différence de contenus plus légers comme les paroles d’une chanson inventée) 
et que l’enseignant n’est pas en mesure de contrôler la véracité des informations fournies ou d’assumer la 
responsabilité d’inexactitudes, il est préférable de ne pas avoir recours au support d’un agent conversationnel 
dans un acte d’enseignement.

Utilisation possible

Utilisation déconseillée

OUI

NON

NON

La véracité de la production est-elle
 importante ?

Avez-vous l'expertise pour vérifier la  
véracité de la production ?

Prenez-vous la responsabilité en cas  
d'erreurs de l'IA ?

Utilisation possible en maitrisant 
les risques

OUI

OUI

NON



36Service général du Numérique éducatif • Focus : l’intelligence artificielle 

La popularisation des chatbots ?  en début d’an-
née 2023 a porté l’attention médiatique sur un 
phénomène : une nouvelle façon de « tricher » en 
faisant usage d’un agent conversationnel ?  de 
type ChatGPT. Par exemple, au lieu de se livrer à un 
exercice de réflexion, un élève pourrait utiliser un 
chatbot pour résoudre un problème mathématique, 
fournir des réponses à un questionnaire ou rédiger 
une dissertation.

Une question à se poser est : ce phénomène relève-
t-il de la « triche » ? La démarche d’utiliser un chatbot 
pour apporter des réponses ou fournir des infor-
mations n’est pas très différente de celle consistant 
à interroger un moteur de recherche ou consulter 
une encyclopédie en ligne. C’est à l’enseignant qu’il 
revient de déterminer si cette méthode relève de la 
triche.

Il est à noter également que maîtriser totalement 
les outils d’IA comme les chatbots, en les excluant 
de tout processus d’apprentissage, semble a priori 
illusoire. Les moteurs de recherche intégreront de 
plus en plus, à l’avenir, les fonctionnalités des agents 
conversationnels. Les apprenants et les enseignants, 
comme tous les acteurs de la société, y seront de 
plus en plus confrontés. Deux exemples simples : les 
outils de bureautique les plus courants (ex. : Office 
365) intègreront à très court terme des modèles de 
langage de type GPT, dans une visée d'assistance à 
la création de contenus ; le modèle d'utilisation des 
chatbots se répandra dans les moteurs de recherche 
classiques (voire s'y substituera). 

La réponse à apporter à ce phénomène, par un en-
seignant, devra donc être nuancée, et les méthodes 
d’évaluation devront probablement être adaptées.
La question du sens et des finalités des évaluations 
et des activités proposées aux élèves devrait être 
abordée. En effet, aux yeux d’un élève, quel est l’in-
térêt à se contraindre à réaliser une activité – rédi-
ger un texte de résumé, par exemple – qui peut être 
accomplie en quelques secondes par une nouvelle 
technologie ? 

!

Concernant le plagiat, il est à noter que les textes 
produits par des chatbots ne sont qu’une compila-
tion d’une multitude de textes présents sur internet, 
remaniés par l’IA pour être proposés sous forme 
d’une réponse unique, mais sans que celle-ci ne soit 
sourcée. Même dans le cadre d'une utilisation admise 
et transparente d'un chatbot, un utilisateur pourrait 
donc se retrouver en situation de commettre un 
plagiat, en soumettant ou publiant un texte agrégé 
sans que les sources ne soient citées. La réponse 
au risque de plagiat pourrait provenir au final de 
la technologie elle-même. Des outils d’IA peuvent 
détecter des contenus rédigés par une autre IA,  
et la généralisation et le perfectionnement de ces 
outils permettront d’amenuiser les risques de  
plagiat. Les créateurs de chatbots eux-mêmes 
tendent à inclure la problématique dans les déve-
loppements technologiques. Ainsi, OpenAI, société 
créatrice de ChatGPT, a annoncé par exemple dé-
velopper une signature cryptographique pour les 
textes générés par son chatbot, de façon à pouvoir 
identifier dans ceux-ci l'intervention de l'IA.

Enfin, la position adoptée par le Parlement européen 
en matière de régulation de l’IA prévoit d’imposer 
des règles renforcées de transparence et d’identifi-
cation du contenu généré.

UN ÉLÈVE POURRAIT-IL « TRICHER » GRÂCE À UN CHATBOT ?
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 Utiliser des outils détectant les contenus rédigés 
par une IA ; voici une liste d’exemples non ex-
haustive parmi les outils simples et gratuits : 

•	 detector.dng.ai/fr

•	 platform.openai.com

•	 writer.com/ai-content-detector

•	 contentatscale.ai/ai-content-detector

•	 gptzero.me

•	 …

 Apprendre à reconnaître les indices de textes 
rédigés par une IA : les structures du texte sont 
généralement répétitives, les phrases ont ten-
dance à être courtes, les ruptures de ton (ques-
tions, exclamations, digressions…) sont ab-
sentes, de même que l’expression d’idées 
personnelles. ChatGPT est entraîné pour four-
nir des réponses apparaissant prudentes et me-
surées et utilise des tournures récurrentes 
comme « Il est difficile de répondre… » ou « Il 
est important de rappeler… » ;

 Procéder à des évaluations orales ou à celles 
fondées sur une activité pratique ;

 Intégrer les chatbots ?  comme outils de sup-
port légitimes, en cadrant leur usage avec les 
élèves : par exemple, en acceptant que le chat-
bot fournisse une base de texte, à améliorer par 
l’élève pour produire un texte final ; ou en s’ac-
cordant sur le fait que les élèves indiquent dans 
quels passages de leur production personnelle 
un chatbot a été utilisé ;

 Favoriser les activités situées dans les niveaux 
supérieurs de la taxonomie de Bloom et axées 
sur la réflexion et la créativité.

Les niveaux de tâches ou la taxonomie 
de Bloom

Une manière de représenter les types de produc-
tions des élèves est d’utiliser la taxonomie de Bloom 
révisée1  : Connaître – Comprendre – Appliquer – 
Analyser – Évaluer – Créer.

L’enseignant peut se baser sur cette taxonomie pour 
préparer des activités d’apprentissages variées. 

En effet, les chatbots sont généralement efficaces 
pour générer, de façon difficilement détectable, 
des productions dont le niveau de complexité cor-
respond aux niveaux inférieurs de la taxonomie de 
Bloom (Connaître, Comprendre, Appliquer) et à 
une optique de restitution des savoirs. Ils montrent 
davantage de limite dans les tâches relevant des  
niveaux supérieurs de la taxonomie de Bloom (Ana-
lyser, Évaluer, Créer) et ne peuvent se substituer à 
l'apprenant dans une optique de construction des 
savoirs.

(1) Ces informations sont disponibles par exemple sur le site 
de l’Université de Laval (www.enseigner.ulaval.ca/sites/de-
fault/files/Ress_preparer_son_cours/la_taxonomie_de_
bloom_2022.pdf)

COMMENT CONTRER CONTRER LE PHÉNOMÈNE DE « TRICHERIE » ?

http://detector.dng.ai/fr
https://platform.openai.com/
http://writer.com/ai-content-detector
http://contentatscale.ai/ai-content-detector
http://gptzero.me
http://www.enseigner.ulaval.ca/sites/default/files/Ress_preparer_son_cours/la_taxonomie_de_bloom_2022.pdf
http://www.enseigner.ulaval.ca/sites/default/files/Ress_preparer_son_cours/la_taxonomie_de_bloom_2022.pdf
http://www.enseigner.ulaval.ca/sites/default/files/Ress_preparer_son_cours/la_taxonomie_de_bloom_2022.pdf
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Un enseignant pourrait-il corriger des  
copies d’élèves aidé d’un chatbot ?  ? 

Résoudre un problème mathématique, rédiger un 
modèle de courriel, élaborer une to-do list, créer un 
programme d’entraînement physique… ChatGPT 
peut faire beaucoup. Il est également possible de de-
mander à l’algorithme de produire une grille de cor-
rection, attribuer une note à un texte et proposer 
des pistes d’amélioration. Un chatbot pourrait-il dès 
lors être un outil susceptible d’accélérer le proces-
sus, souvent chronophage, de correction des copies 
d’élèves ? 

Voici quelques points d’attention liés à cette 
problématique : 

•	 les évaluations des élèves peuvent constituer des 
« données personnelles » au sens du RGPD, ce qui 
est incompatible avec l’absence de transparence 
dans la gestion des données de certains chatbots ;

•	 les chatbots généralistes actuels ne sont pas 
fiables et possèdent des biais liés aux données  
d’entrainement ;

•	 si certaines applications de l’intelligence artificielle 
peuvent être une aide à la décision, le contrôle 
par l’enseignant reste primordial ;

•	 le caractère spiralaire de l’apprentissage n’est pas 
pris en compte par l’algorithme ;

•	 les algorithmes ne présentent aucune empathie, 
ne tiennent pas compte du contexte dans lequel 
l’évaluation est effectuée. 
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EN SAVOIR PLUS6

La problématique de l’intelligence artificielle est 
vaste et complexe. Dans ce domaine technolo-
gique, les innovations – nouveaux outils, nouvelles 
fonctionnalités, nouveaux usages possibles – se suc-
cèdent à un rythme important. 

Ce focus vise à présenter brièvement une problé-
matique et proposer des éléments de réflexion : une 
base de départ pour une exploration plus approfon-
die. 

Pour les membres d’une équipe éducative souhai-
tant explorer ces pistes supplémentaires, un dossier 
de ressources propose sur e-classe différents docu-
ments de références, sources informatives, vidéos 
explicatives et supports pédagogiques.

        

e-classe1  est la plateforme de ressources édu-
catives destinée aux enseignants.

La connexion à la plateforme se fait en utilisant un 
compte Cerbère ou à partir de « Mon Espace » 
(monespace.fw-b.be), le guichet électronique de la 
Fédération Wallonie-Bruxelles. 

Les ressources présentes sur e-classe sont reprises 
dans des dossiers, afin d’accéder facilement aux 
contenus les plus pertinents sur un sujet. Les conte-
nus sont régulièrement actualisés. 

Consultez le dossier thématique « L’intelligence 
artificielle » pour accéder à ces contenus.

(1) Plateforme e-classe (www.e-classe.be) 

http://monespace.fw-b.be
https://www.e-classe.be/f96abaf6-0471-4d8f-b795-875cb4136f4c
https://www.e-classe.be/f96abaf6-0471-4d8f-b795-875cb4136f4c
http://www.e-classe.be
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